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An Efficient Filtering Method for Scalable Face Image Retrieval

Deokmin HAAM†, Nonmember, Hyeon-Gyu KIM††a), Member, and Myoung-Ho KIM†, Nonmember

SUMMARY This paper presents a filtering method for efficient face
image retrieval over large volume of face databases. The proposed method
employs a new face image descriptor, called a cell-orientation vector
(COV). It has a simple form: a 72-dimensional vector of integers from 0 to
8. Despite of its simplicity, it achieves high accuracy and efficiency. Our
experimental results show that the proposed method based on COVs pro-
vides better performance than a recent approach based on identity-based
quantization in terms of both accuracy and efficiency.
key words: face image retrieval, face detection, image filtering, inverted
index, cell-orientation vector

1. Introduction

Face image retrieval has a wide range of applications, in-
cluding name-based face image search, face tagging in im-
ages and videos, face identification in criminal investigation,
copyright enforcement, and so on [1]. In these applications,
when a face image is given as a query, images containing
the same person appearing in the query should be retrieved
from a face database and reported to users.

In the image retrieval over large volume of databases,
existing discriminative facial features [2]–[4] cannot be used
properly. This is because these features are typically very
high-dimensional, and thus they are not suitable for quanti-
zation and inverted indexing [5]. In other words, using such
features requires a linear scan of the whole database. This is
definitely prohibitive for scalable image retrieval.

A straightforward approach for scalable image retrieval
is to use the bag-of-visual-words representation that has
been adopted in many image retrieval systems [6]–[8]. In
this approach, an image is treated as a document containing
visual words, each of which is represented as a vector cap-
turing local features in the image. Then, an inverted index
can be built over a set of images using the visual word vec-
tors. With the index, image retrieval can be performed in a
timely manner, as in the information retrieval (IR) approach.

For example, suppose a face image is given as a query.
Then, visual word vectors are first extracted from the query
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image. With the vectors, top-k images containing similar
visual words are found from an inverted index. To find an
exact match, further similarity checking can be performed
over the candidate image set, using a more accurate detec-
tion method (adopting a machine learning technique). In
this case, the index plays a role of filtering images to find
candidates quickly. On the other hand, the candidate images
themselves can be reported as an answer in some applica-
tions. In any case, the indexing mechanism is essential for
rapid retrieval over large-scale image databases.

More recent study [5], [9] discussed a method to im-
prove retrieval accuracy by considering spatial information
when constructing visual words. As an extreme case, vi-
sual words capturing the nose of a person can match the
words capturing the mouth of another person in the above
approach. To avoid such inaccuracy, similarity comparison
can be performed only for vectors capturing the same geo-
metric regions in any two images.

In this paper, we propose a more accurate filtering
method for fast retrieval of target face images from large-
scale databases. The goal of the proposed method is to find
a set of candidates which contains faces of the same person
appearing in the query image, while keeping the size of the
set as small as possible. Note that higher filtering accuracy
leads to faster retrieval of query answers. This is because,
as filtering accuracy increases, the size of a candidate image
set (i.e., k) is reduced, and time to scan the set and find an
exact match can be saved from it.

For this purpose, a new face image descriptor, called a
cell-orientation vector (COV), is introduced in the proposed
method. It is in the form of a 72-dimensional vector of in-
tergers from 0 to 8. Here, each dimension corresponds to a
predefined subregion of a face image. It achieves good per-
formance in terms of both accuracy and efficiency, which
we observed through our experiments. In what follows, we
discuss the process to compute the COV from a query image
and to perform image filtering based on the COVs.

2. Proposed Method

2.1 COV Generation

Given a face image, the proposed method first extracts visual
features from square regions around two eyes, which we call
eye regions. To detect eye regions accurately from the im-
age, some preprocessing steps are required because the face
images can be captured with various angles and sizes.
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Fig. 1 COV generation process

For example, consider the image in Fig. 1 which illus-
trates the COV generation process. Given the image, a face
region is first extracted from it using a face detector based on
Haar-like features [10]. Since the detected face may vary in
angle and size, it is required to be normalized. For this pur-
pose, locations of two eye points are calculated. If the points
are not horizontally placed, the image is rotated. Then, it is
fit to a predefined image size, i.e., 160×160 pixels in our ap-
proach. Figures 1 (a) to (c) show these preprocessing steps
to get a normalized face image.

From the normalized image, eye regions are extracted,
as shown in Fig. 1 (d). In the proposed method, an eye re-
gion is defined as a square matrix consisting of 6 × 6 subre-
gions, each of which is called a cell. Each cell again consists
of 8 × 8 pixels.

As a feature for representing a cell, we use gradients
of pixels in the cell. The gradient of a pixel at (i, j) po-
sition is ∇ f (i, j) = ( δ f (i, j)

δx ,
δ f (i, j)
δy

), where δ f (i, j)
δx ( δ f (i, j)

δy
)

is the gradient of the pixel at (i, j) in x (y) direction.
We compute the gradient by using simple 1-D [−1, 0, 1]
masks as follows: δ f (i, j)

δx =
I(i+1, j)−I(i−1, j)

2 and δ f (i, j)
δy

=
I(i, j+1)−I(i, j−1)

2 , where I(i, j) is the intensity of the pixel
at (i, j). Based on the gradient, the gradient orientation
is computed by tan−1( δ f (i, j)

δy
/ δ f (i, j)
δx ), and its magnitude is

computed by
√

( δ f (i, j)
δx )2 + ( δ f (i, j)

δy
)2. Then, each pixel is as-

signed a gradient with (r, θ), where r and θ denote its mag-
nitude and orientation (0◦ ≤ θ ≤ 180◦), respectively. The
orientation θ is again mapped to an orientation index i, such
that iπ/9 is the closest one to θ in {0π/9, 1π/9, . . . , 8π/9}, as
discussed in HOG descriptor [11].

Based on the gradients of pixels, an intensity gradient
histogram is built for each cell, as shown in Fig. 1 (e). The
histogram consists of 9 bins, where the i-th bin has the sum
of gradient magnitudes of pixels in the cell whose orienta-
tion index is i. Let p j(r, θ) denote the j-th pixel with gradi-
ent (r, θ). Suppose there are n pixels in a cell. Then, the i-th
bin of the histogram, denoted by hi, is defined as follows.

hi =

n∑
j=0

x, where x =

{
r if θ = i
0 otherwise

}
in p j(r, θ)

From the histogram, an orientation index with the

largest hi is chosen as a feature to represent the cell. The se-
lected feature reflects the prominent tendency of directional
change in intensity. Since 72 cells are extracted from an
image in the proposed method, 72 orientation indexes are
available after finishing the computation. These values are
finally encoded into a COV, which is a 72-dimensional vec-
tor of intergers from 0 to 8. Figure 1 (f) shows an example
of the COV generated from features in Fig. 1 (e).

In this paper, we use only features around eyes when
generating COVs, and the proposed method has good filter-
ing performance as will be shown in the experiments. To im-
prove filtering accuracy of the proposed method, we plan to
extend COVs by considering more facial components, e.g.,
nose and mouth.

2.2 Face Image Filtering Based on COVs

In the proposed method, COVs are used to check the degree
of relevance between two face images. Let vαi denote the
dimension-i of the COV extracted from the α-th image in a
database. In our approach, the degree of relevance between
any two α-th and β-th images, denoted fα,β, is defined as
follows.

fα,β =
71∑
i=0

x, where x =

{
1 if vαi = v

β
i

0 otherwise

Given a query image, our goal is to find a small set
of candidates, which contains faces of the same person ap-
peared in the query image. To enable this, COVs of the
database images should be computed in advance. Then,
an inverted index must be built over the COVs to improve
search performance. In our approach, the index consists of
72 arrays, where the i-th array corresponds to the dimension-
i of the COV, as shown in Fig. 2. The size of an array is
9, whose index j corresponds to an orientation jπ/9. Each
array element has a list of corresponding images. More
specifically, the j-th element of the i-th array has a list
of IDs pointing to the images, whose COVs have j in the
dimension-i, i.e., jπ/9 is the promient gradient orietation of
the i-th cell.

Using the index, image filtering is performed. Given a
query image, its COV is first computed. Let vqi denote the
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Fig. 2 Example of image filtering in the proposed method.

dimension-i of the query image COV, and Ai denote the i-th
array in the inverted index. Then, for each i (0 ≤ i ≤ 71),
v

q
i is inputted to the index as a query word. Suppose that the

value of vqi is j. In this case, a list of Ai[ j] is returned.
After the queries are completed for all vqi , 72 lists are

obtained. These lists are merged to compute the degree of
relevance of the images, which are relevant to the query im-
age. The merge is performed based on the image IDs in the
lists. For an image ID, say α, we check how many times α
occurs in the lists. This count is identical to the degree of
relevance fq,α, where q means the query image. Based on
the counts, images are sorted, and the top-k images with the
highest relevancy are chosen as a set of candidates.

Figure 2 shows an example of the filtering process
in the proposed method, which consists of 6 major steps.
Given a query image, its COV is first computed. Then, it is
injected into the inverted index to retrieve relevant images.
In the example, vq0 = 2, vq1 = 7, and so on. Thus, 72 lists
pointed by A0[2], A1[7], . . . , A71[1] are returned. For each
relevant image, i.e., image in the lists, the number of its oc-
currences is counted. Based on the counts, images are sorted
in the decreasing order of their occurrences.

For efficiency, an array can be used for the sort. Since
an image can occur up to 72 times in the lists, the array can
be organized to have 72 elements, where the i-th element has
a list of images whose occurrences are equal to i in the lists.
Using the array, sorting can be performed in a linear time
(by array indexing). After sorting is finished, top-k images
are reported.

3. Experimental Results

For the experiments, about 75,000 face images were
gathered from the Web and public databases, including
Averdeen face database, The MUCT Face Database, nott-
faces-originals, and Utrecht ECVP [12]. From the public
databases, 1,000 images were randomly chosen as query im-
ages, while others were served as a target database for query.

Based on the database, we first checked the filtering

Fig. 3 Query hit ratio: COV-based vs. IB-based approaches.

accuracy of the proposed method. For this purpose, it was
compared with a recent approach based on identity-based
quantization [5]. The IB-based method was chosen because,
to the best of our knowledge, it is only the recent approach
that addresses the issue of scalable face image retrieval. To
check performance of the IB-based method, we constructed
a vocabulary where its images were randomly chosen from
the database. The set consisted of 250 different persons,
each of which had 50 face images. This setting is similar to
the configuration of experiments used to show performance
of the IB-based method in identity-based quantization [5].
For the comparison, we varied k from 500 to 4,000, where
k is the size of a set with candidate images, then observed
whether a query image is included in the set. Our experi-
ments were conducted on an Intel Core2 Duo 3.0 GHz ma-
chine, running Windows 7 with 4 GB memory.

Figure 3 shows its results, where the proposed and the
existing methods are denoted as COV and IB, respectively.
The number behind the COV or IB denotes the size of the
target database. For each k, we examined the four cases by
changing the size from 10,000 to 75,000. The performance
of the two approaches was represented as a percentage of
query hits; a query is hit if its answer is included in the can-
didate image set. In the figure, the percentage is denoted as
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Fig. 4 FMP time: COV-based vs. IB-based approaches.

hit ratio.
In both approaches, hit ratios increased as k increased.

This is because the probability that an answer is included
in the candidate set increases as the size of candidate set,
i.e., k, increases. On the other hand, their hit ratios were
inpropoertional to the size of the database. This is due to
that, as more images are included in the database, the num-
ber of images which are similar to the query but not answers
also increases. Such situation gives negative influence on
accuracy of image filtering in both methods.

Note that hit ratios of the proposed method are higher
than those of the IB-based approach in all cases. Its hit ra-
tios are kept higher than 0.9, only except the two test cases:
COV-50000 and COV-75000 when k = 500. This is when
the size of the candidate image set is less than or equal to
1% of the target database size.

Figure 4 compares the time to find an exact match from
the database in the two approaches. The time is denoted
as FMP time, an abbreviation of the first matching proving
time. It consists of (1) feature extraction from the query
(face detection time, facial components detection time and
the feature extraction time), (2) time to make a candidate
image set and compare the query with the candidates, and
(3) time to scan a whole database when the filtering is failed.

In terms of the FMP time, the proposed method is about
30% faster than the IB-based approach, as shown in the fig-
ure. This result shows that the proposed method can be ap-
plied to various applications where rapid image retrieval is
required, such as criminal investigation.

4. Conclusion

In this paper, we proposed a novel filtering method for effi-
cient face image retrieval over large-scale databases. The
proposed method is based on a new face image descrip-
tor, called the cell orientation vector (COV). It has a sim-
ple form: a 72-dimensional vector of integers from 0 to
8. Despite its simplicity, it achieves high accuracy and ef-
ficiency. To verify this, experiments were conducted over
about 75,000 face images gathered from the Web and pub-

lic databases, and the proposed method was compared with
a recent approach based on identity-based quantization over
the database. In the results, the proposed method provided
more accurate results than the IB-based approach in all test
cases. In particular, its retrieval accuracy was kept higher
than 90%, with the only exception being the case where the
size of the candidate image set is less than or equal to 1% of
the target database size. In addition, our method was about
30% faster than the IB-based approach in the exact image
retrieval. These results show the superiority of the proposed
method based on the COVs.
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