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Pattern Transformation Method for Digital Camera with
Bayer-Like White-RGB Color Filter Array

Jongjoo PARK†, Nonmember and Jongwha CHONG†a), Member

SUMMARY A Bayer-like White-RGB (W-RGB) color filter array
(CFA) was invented for overcoming the weaknesses of commonly used
RGB based Bayer CFA. In order to reproduce full-color images from the
Bayer-like W-RGB CFA, a demosaicing or a CFA interpolation process
which estimates missing color channels of raw mosaiced images from CFA
is an essential process for single sensor digital cameras having CFA. In the
case of Bayer CFA, numerous demosaicing methods which have remark-
able performance were already proposed. In order to take advantage of
both remarkable performance of demosaicing method for Bayer CFA and
the characteristic of high-sensitive Bayer-like W-RGB CFA, a new method
of transforming Bayer-like W-RGB to Bayer pattern is required. There-
fore, in this letter, we present a new method of transforming Bayer-like W-
RGB pattern to Bayer pattern. The proposed method mainly uses the color
difference assumption between different channels which can be applied to
practical consumer digital cameras.
key words: Bayer-like White-RGB, color filter array interpolation, W-RGB
demosaicing, pattern transformation

1. Introduction

While the resolution of digital cameras is increasing, the
size of complementary metal-oxide semiconductor (CMOS)
image sensors remains limited. As a result of this trend,
CMOS image sensors now contain a huge number of pix-
els; however, the size of each sensor array, color filter ar-
ray (CFA) [1], is becoming increasingly smaller. Therefore,
degradation of light sensitivity by each element can lead to
deterioration in image quality, especially in low-light con-
ditions. To overcome this weakness, a sensor with a higher
sensitivity is required. To address this need, a White-RGB
(W-RGB) CFA, which has a greater sensitivity than a con-
ventional Bayer CFA, was developed [2].

Examples of CFA patterns are shown in Fig. 1. A
Bayer-like W-RGB CF, Fig. 1 (b), substitutes one green fil-
ter array on every 2 × 2 matrix of the Bayer CFA, Fig. 1 (a),
with a white filter array which is made by transparent resin
films. These white filter arrays can be penetrated by all vis-
ible light with wavelengths of 450-700 nm. Namely, white
filter arrays on the W-RGB CFA enable penetration of all
color (red, green and blue) intensities, while other pixels do
not. Consequently, the existence of the white filter arrays
themselves improves sensitivity of the W-RGB sensors [2].
In order to transform Bayer-like W-RGB pattern to Bayer
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Fig. 1 Examples of CFA patterns: (a) Bayer, (b) Bayer-like W-RGB

pattern for adopting numerous Bayer demosaicing method
which have remarkable performance, a new method of trans-
forming Bayer-like W-RGB pattern to Bayer pattern is re-
quired. Therefore, a new transformation method is proposed
in this letter.

2. Related Work

Many demosaicing methods for the conventional Bayer CFA
have been proposed until now; however, few methodologies
for dealing with W-RGB have been proposed because the
researches of W-RGB are at early stage until now. The con-
ventional methods for W-RGB CFA can be classified into
three categories: (1) Color separation method, (2) training
method and (3) virtual color filter method. Color separa-
tion methods estimate missing red, green, and blue chan-
nels at white sample locations using color ratio of neigh-
boring pixels [3]. They firstly assume that the value of the
white raw sample is the same as the value of the sum of
red, green and blue sample values at the same pixel loca-
tion. Furthermore, they also suppose that the value of the
raw white sample is similar to the sum of the neighboring
red, green and blue sample values, for example, an equa-
tion W2,1 ≈ R2,2 + G1,2 + B1,1, which can be referred to in
Fig. 1 (b), will be also satisfied. With the supposition, they
estimate missing red, green, and blue channels at the white
locations based on the color ratio of neighboring pixels us-
ing the equations as follows:

XW = W × Xaverage

(Raverage +Gaverage + Baverage)
(1)

where Xaverage represents the average intensities of red,
green, and blue located near the white target pixel, and
XW represents the estimated red, green, and blue channels
at white locations. This method is ineffective when edges
occur near the white target pixels; therefore, edge-adaptive
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method was proposed for avoiding blur defect near the tar-
get white pixels [3]. Edge-adaptive method estimates three
channels at white target locations if edges are not detected;
otherwise, the method interpolates only green channels at
the white samples for avoiding serious blur effect. Although
edge adaptive method considers the edges, it is still not suffi-
cient for avoiding blur. Also, the assumption of the method,
Wi, j ≈ Ri, j +Gi, j + Bi, j, is not satisfied in real-life situation.

Training method pre-defines logical functions for esti-
mating missing channels at white locations [5]. By compar-
ing the values from the functions with values from a real-
device, the missing channel can be estimated. However, the
way of defining logical functions is hidden. Virtual color fil-
ter method extracts missing color channels from white spec-
trum at the wavelength of 400-700 nm using pre-defined vir-
tual color filter models [6]. In order to build these models, an
image of a reference color spectrum board which is captured
by a W-RGB CFA is required. This method is the simplest
way for W-RGB CFA; however, it is found to be inadequate
for applying to real-device because it was not proposed us-
ing RGB colorimetric system.

These conventional methods for W-RGB CFA remain
poorly understood because the researches are at early stage
now. Therefore, in this paper, we will propose a detailed
pattern transformation method for W-RGB CFA.

3. Proposed Transformation Method

The proposed method described in the following sections
consists of two main steps: (1) extraction of edge informa-
tion and (2) estimation of missing green channel at white
sample locations.

For the sake of notation of a pixel at (i, j) in the Bayer-
like W-RGB image, capitalized Wi, j, Ri, j, Gi, j, and Bi, j are
used to denote the already known white, red, green and blue
and notations written in small letter, wi, j, ri, j, gi, j and bi, j de-
note the unknown values of corresponding color channels in
the image. In addition, we pre-define the directional repre-
sentations which are used throughout the whole paper. We
will use six directional parameters: North-east (NE), north-
west (NW), south-east (SE), south-west (SW), diagonal 1
(D1), diagonal 2 (D2).

3.1 Extraction of Edge Information

Sharpness near the object edges plays an important role for
the human visual system. Therefore, it is important to avoid

Fig. 2 The directional representations used for the proposed method.

averaging across edge structures to prevent the appearance
of blur near the edges. To that end, edge information should
be calculated in advance. A commonly used method of ex-
pressing edge information utilizes the differences in lumi-
nance between adjacent pixels. This method, however, is not
reasonable for use in the case of the mosaiced image where
only one of three or four color channels is available for each
pixel location. In order to express edge information in this
situation, an edge strength filter is used [7]. Edge strength at
pixel location (2, 2), referred in Fig. 1 (b), for example, can
be calculated using the equation as follows:

S 2,2 =
|G1,1 −G3,3|

2
+
|G1,3 −G3,1|

2
+ |B1,2 − B3,2| + |R2,1 − R2,3| (2)

where S 2,2 denotes the edge strength at pixel location (2, 2).
The edge strengths at the other locations can be calculated
in the same way simply, by replacing W, R and B accord-
ing to the structure of the pattern. The resulting map using
Eq. (2) contains only the information of strength at every lo-
cation, do not contain the information of direction. In order
to extract the information of edge direction from the pre-
calculated edge strength map, we use the equations as fol-
lows:

ED(i, j) =

{
D1, if DD1(i, j) > DD2(i, j)

D2, otherwise⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

DD1(i, j) =

1∑
m=−2

⎛⎜⎜⎜⎜⎜⎝
2∑

n=−1

(S i+m−1, j+n − S i+m, j+n−1)

⎞⎟⎟⎟⎟⎟⎠

DD2(i, j) =

1∑
m=−2

⎛⎜⎜⎜⎜⎜⎝
1∑

n=−2

(S i+m, j+n − S i+m−1, j+n+1)

⎞⎟⎟⎟⎟⎟⎠
(3)

where ED(i, j) denotes the edge directions at (i, j), and Dx(i, j)

is the total cost toward x direction at (i, j). By comparing
the adjacent edge strength costs which lie on correspond-
ing direction themselves, the target location is labeled D1 if
DD1(i, j) is larger than DD2(i, j) and vice versa.

3.2 Estimation of Missing Green at White Locations

The first step of estimating missing green starts with cal-
culating the color differences between different channels at
(i, j). The color differences of white-green diagonal can be
defined as follows:⎧⎪⎪⎨⎪⎪⎩

ΔCD1
g,w,(i, j) =

�gD1
i, j −Wi, j, if ED(i, j) = D1

ΔCD2
g,w,(i, j) =

�gD2
i, j −Wi, j, if ED(i, j) = D2

(4)

where ΔCD1
g,w,(i, j) and ΔCD2

g,w,(i, j) denote the color differences
between green and white at (i, j). At the white locations, we
already know the values of the white from the raw mosaiced
input image while green channels do not; therefore, we use
the already known term of Wi, j and unknown term of gi, j.
Using the Eq. (4), it is required to estimate the unknown ĝx

i, j,
green channel estimator, at white target locations for achiev-
ing color difference; therefore, we firstly use the Laplacian
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interpolation filter [9] as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�gD1
i, j =

Gi−1, j+1+Gi+1, j−1

2
+

2 ×Wi, j−Wi−2, j+2−Wi+2, j−2

4
,

if ED(i, j) = D1

�gD2
i, j =

Gi−1, j−1+Gi+1, j+1

2
+

2 ×Wi, j−Wi−2, j−2−Wi+2, j+2

4
,

if ED(i, j) = D2

(5)

The reason why we consider only the diagonal directions
in the case is because green color filter elements lie on di-
agonally from the white color filter elements in the center,
referred in Fig. 1 (b).

Equation (4) limit the scope to pixel location (i, j) only;
we can extend the equations for including adjacent pixels
along to the same direction, the Eq. (4) can be modified as
follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΔC′D1
g,w,(i, j)=

ΔCD1
g,w,(i−1, j+1)

N1
+
ΔCD1

g,w,(i, j)

N2
+
ΔCD1

g,w,(i+1, j−1)

N3
,

if ED(i, j) = D1

ΔC′D2
g,w,(i, j)=

ΔCD2
g,w,(i−1, j−1)

N1
+
ΔCD2

g,w,(i, j)

N2
+
ΔCD2

g,w,(i+1, j+1)

N3
,

if ED(i, j) = D2

(6)

where ΔC′xg,w,(i, j) denotes the extended color channel differ-
ence estimation at (i, j), and Nx denotes normalizing factor.
Rewrite form of Eq. (6) can be written as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ΔCD1
g,w,(i, j) =

Gi−1, j+1 − �wD1
i−1, j+1

4
+

�gD1
i, j −Wi, j

2

+
Gi+1, j−1 − �wD1

i+1, j−1

4
, if ED(i, j) = D1

ΔCD2
g,w,(i, j) =

Gi−1, j−1 − �wD2
i−1, j−1

4
+

�gD2
i, j −Wi, j

2

+
Gi+1, j+1 − �wD2

i+1, j+1

4
, if ED(i, j) = D2

(7)

Each element in the Eq. (7) is normalized by the distance be-
tween their operands. The extended equations of the color
channel differences assumption, Eq. (7), are required to es-
timate ŵx

i, j, the white channel estimator at green pixel lo-
cation, even though the white channel is unnecessary for
full-color image using RGB color space. The equation of
white channel estimator at target green sample location (i, j)
can be calculated using the Laplacian interpolation filter as
follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�wD1
i, j =

Wi−1, j+1+Wi+1, j−1

2
+

2×Gi, j−Gi−2, j+2−Gi+2, j−2

4
,

if ED(i, j) = D1

�wD2
i, j =

Wi−1, j−1+Wi+1, j+1

2
+

2×Gi, j−Gi−2, j−2−Gi+2, j+2

4
,

if ED(i, j) = D2

(8)

By modifying the equations of color differences estimation,
Eq. (4), missing green channels at the white locations can be
estimated using the equation as follows:

ği, j = Wi, j + ΔC′g,w,(i, j) (9)

Combining the Eqs. (4), (7) and (9), we can acquire the
equations of initially interpolated green channel at white
pixel location (i, j) as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ğD1
i, j = Wi, j +

Gi−1, j+1 − �wi−1, j+1

4
+

�gD1
i, j −Wi, j

2

+
Gi+1, j−1 − �wi+1, j−1

4
, if ED(i, j) = D1

ğD2
i, j = Wi, j +

Gi−1, j−1 − �wi−1, j−1

4
+

�gD2
i, j −Wi, j

2

+
Gi+1, j+1 − �wi+1, j+1

4
, if ED(i, j) = D2

(10)

In the final equations, Eq. (10), we do not apply any
direction-adaptive weights yet. The performance of the in-
terpolation has chance to be improved by avoiding zipper-
ing artifact when we apply the directional weights from
the all directions: NE, NW, SE and SW. In order to build
direction-adaptive weights, we utilize the fact that the two
pixels located across a strong edge influence each other less.
This fact indicates that the difference in edge strength will
be large when the pixels are located across a strong edge.
In other words, the pixels are inversely correlated; there-
fore, we build inverse weights for improving performance
near edge structures. Finally, the equations for interpolating
missing green channels at white pixel locations, g̃i, j can be
modified using direction-adaptive weights as follows:

g̃i, j = Wi, j + ΔC̃g,w,(i, j)

= Wi, j + (ği, j −Wi, j) × A +{
INE(Gi+1, j−1−w̆i+1, j−1)+INW (Gi−1, j−1−w̆i−1, j−1)+
IS W (Gi−1, j+1−w̆i−1, j+1)+IS E(Gi+1, j+1−w̆i+1, j+1)

}

× (1 − A)
(INE + INW + IS W + IS E)

(11)

where coefficient A denotes the contribution of interpolation
at (i, j). The green and the white channel estimators at white
and green sample locations can be calculated by

ği, j=
INEGi+1, j−1+INWGi−1, j−1+IS WGi−1, j+1+IS EGi+1, j+1

(INE+INW+IS W+IS E)
+

INE(Wi, j−Wi+2, j−2)+INW (Wi, j−Wi−2, j−2)+IS W (Wi, j−Wi−2, j+2)+IS E(Wi, j−Wi+2, j+2)

2 × (INE+INW+IS W+IS E)

w̆i, j=
INEWi+1, j−1+INWWi−1, j−1+IS WWi−1, j+1+IS EWi+1, j+1

(INE+INW+IS W+IS E)
+

INE(Gi, j−Gi+2, j−2)+INW (Gi, j−Gi−2, j−2)+IS W(Gi, j−Gi−2, j+2)+IS E(Gi, j−Gi+2, j+2)

2 × (INE+INW+IS W+IS E)
(12)

The direction-adaptive weights can be calculated as fol-
lows:



2024
IEICE TRANS. INF. & SYST., VOL.E98–D, NO.11 NOVEMBER 2015

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

INE = KNW × KS W × KS E

INW = KNE × KS W × KS E

IS W = KNE × KNW × KS E

IS E = KNE × KNW × KS W

,

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

KNE = |S i, j − S i+1, j−1| + |S i+1, j−1 − S i+2, j−2|
KNW = |S i, j − S i−1, j−1| + |S i−1, j−1 − S i−2, j−2|
KS W = |S i, j − S i−1, j+1| + |S i−1, j+1 − S i−2, j+2|
KS E = |S i, j − S i+1, j+1| + |S i+1, j+1 − S i+2, j+2|

(13)

The inversely correlated weight INE , for example, can be
achieved by multiplying three temporal weights KNW , KS W

and KS E which have the difference directional subscripts
from INE . The temporal weight Kx, can be calculated by
adding edge strength differences over a local window within
the corresponding directions. Using the final equations,
Eqs. (11), (12) and (13), we can interpolate green channel
at the white sample locations.

4. Simulation Results

The common way to evaluate the performance of the de-
mosaicing methods uses test images which are made by re-
moving specific color channels to form mosaiced pattern. It
is reasonable way for Bayer case; however, in the case of
W-RGB, we cannot build images having the W-RGB pat-
tern from full-color image because it is impossible to ex-
pect exact white value which do not satisfy the equation
Wi, j = Ri, j +Gi, j + Bi, j. Therefore, we use the real-life pro-
totype digital camera having Bayer-like W-RGB CFA for
capturing raw test images.

Measuring the quality of results from W-RGB is not
a simple task because it is not easy to obtain ground-truth
images for comparison; therefore, we downscale the orig-
inal W-RGB mosaiced images which have the resolution
of 2608 × 1960 to half size for acquiring Bayer patterned
ground truth images which have the resolution of 1304×980.

As mentioned at the end of the Sect. 2, researches of
dealing with W-RGB are at the early stage until now; there-
fore, all conventional methods remain poorly understood be-
cause they proposed the method focus on the concept only.
As a result, we can only compare the proposed method with
the color separation method [3] using the Eq. (1) which only
has complete equations.

In order to compare the performance, CPSNR,
FSIM [10] and S-CIELAB color distance [11] were mea-
sured against ground truth images. For simulation, we set
the contribution parameter A to 7/10 for avoiding edges to
be strengthened too much. The objective results of the mea-
suring CPSNRs, FSIMs and average S-CIELAB distances
are shown in Table 1.

Figures 3 and 4 show the input mosaiced images having
W-RGB pattern and enlarged regions of the results using
Fig. 3 (d) for comparison.

The result of the proposed method is closer to the
ground-truth than that of the conventional method.

In addition, using the result of the proposed method,
full-color images can be acquired using the conventional

Table 1 Comparisons of results (Pattern transformation).

Fig. 3 The set of raw W-RGB mosaiced images for simulations from
real-life prototype digital camera with W-RGB CFA.

Fig. 4 Enlarged regions of the results using Fig. 3 (d) for comparison: (a)
ground-truth, (b) conventional method and (c) proposed method

Table 2 Comparisons of results (Demosaic to full color).

Bayer demosaicing method. In this letter, Laplacian inter-
polation method is adopted for simple comparison and the
results are shown in Fig. 5 and Table 2.

As we can see in the results from Fig. 4 and Table 1, the
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Fig. 5 The results of demosaicing (to full color) using Fig. 3 (d): (a)
ground-truth, (b) conventional method and (c) proposed method

Table 3 Comparisons of computational cost.

proposed method outperforms the conventional method in
about +16.529% CPSNR, +0.998% FSIM, and +23.513%
S-CIELAB error. Also, the full color images from the trans-
formed Bayer mosaiced images which are generated by the
proposed method is closer to the grouhd-truth than that of
the conventional method as shown in Fig. 4 and Table 2.

Computational cost is also important in the field of
CMOS image sensor. It is difficult to make detailed com-
parisons in computational cost of the proposed algorithm.
The reason is that candidate methods for comparisons are
hard to find because the other pattern transformation meth-
ods for Bayer-like W-RGB CFA do not exist at this point of
time. For that, the processes of only one channel estima-
tion of common Bayer algorithms are treated as comparing
group. That is to say, parts of the common algorithms are
used for rough comparison. We calculate processing time
to evaluate the computational cost. We choose [7], [12] and
[13] algorithm as comparing group, because they have sim-
ilar methodologies for comparison. Calculations were per-
formed on a MATLAB with 3.4 GHz CPU and 16 GB mem-
ory. The results are shown in Table 3.

Table 3 describes that the proposed method do not have
the least complexity among those members of the compar-
ing group. However, the proposed method does not seem to
have immoderate complexity as the differences in the pro-
cessing time among the results are not significant. There-
fore, we can conclude that the proposed method outper-
forms the conventional methods in the estimation while it
still bears an acceptable computational cost.

5. Conclusion

In this paper, we propose a new method of transforming
Bayer-like W-RGB to Bayer pattern. The proposed method
can be applied effectively to real-life situations based on the
color difference assumption. With the proposed method, the
images captured by a real-life digital camera with Bayer-like
W-RGB CFA can be transformed to images with Bayer pat-
tern with less blur and artifacts than conventional methods.
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