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PAPER

Recommender System Using Implicit Social Information

Yusheng LI†a), Member, Meina SONG†, and Haihong E†, Nonmembers

SUMMARY Social recommendation systems that make use of the
user’s social information have recently attracted considerable attention.
These recommendation approaches partly solve cold-start and data spar-
sity problems and significantly improve the performance of recommenda-
tion systems. The essence of social recommendation methods is to uti-
lize the user’s explicit social connections to improve recommendation re-
sults. However, this information is not always available in real-world rec-
ommender systems. In this paper, a solution to this problem of explicit
social information unavailability is proposed. The existing user-item rating
matrix is used to compute implicit social information, and then an ISRec
(implicit social recommendation algorithm) which integrates this implicit
social information and the user-item rating matrix for social recommenda-
tion is introduced. Experimental results show that our method performs
much better than state-of-the-art approaches; moreover, complexity analy-
sis indicates that our approach can be applied to very large datasets because
it scales linearly with respect to the number of observations in the matrices.
key words: recommender systems, implicit social relationships, item rela-
tions, probabilistic matrix factorization

1. Introduction

Due to the exponential growth of information on the Web,
there is a need for tools to help users select desired online
information. A recommender system is an information fil-
tering technique that suggests information items (movies,
books, music, news, Web pages, images, etc.) that are likely
to interest the user. Collaborative Filtering (CF) is one of
the most widely used techniques for recommender systems.
It leverages the user-item preference (or rating) patterns
derived from a large amount of historic data to make the
recommendation. However, recommender systems based
on collaborative filtering suffer from the following inherent
weaknesses: (1) Recommendation performances deteriorate
when available ratings are very sparse, but data sparsity is
a common phenomenon in recommender systems [19], and
the density of available ratings in commercial recommender
systems is often less than 1%. (2) Almost all traditional
recommendation algorithms employ only user-item rating
matrix information and assume that users are independent
and identically distributed (i.i.d). This assumption ignores
social interactions or connections between users but, in re-
ality, we often turn to friends we trust for movie, music, or
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book recommendations, and our tastes and preferences are
easily affected by our friends.

In order to overcome the problems mentioned above,
there has been much recent interest in social recommenda-
tion studies [9]–[12] which aim to leverage systematically
the social relationships among users, as well as their past
behavior, for automatic recommendations. Social recom-
mendation has already shown that it can improve the perfor-
mance of recommendation systems; however, there remains
the problem that explicit social connection information is
not always available in many real-world recommender sys-
tems. Only a few Web sites have implemented social or trust
mechanisms (such as Epinions and Douban). This problem
greatly limits the implementation of social recommendation
methods.

As social recommendations improve recommendation
performance, it would be advantageous to use this method
in more real world recommender systems, even when the
user’s social connection information is unavailable. To
achieve this goal, this paper proposes an alternative method.
When the user’s explicit social information is unavailable,
we use the existing user-item rating matrix to compute the
similarity between users. Following the intuition that simi-
lar users often have the same or similar tastes, we can take
this similarity as implicit social connection information be-
tween users, forming an implicit social network. In this pa-
per, the relationship between items has also been considered
because item relations can be important factors in many rec-
ommendation scenarios. In order to use the implicit social
information, we propose a method based on probabilistic
factor analysis which integrates the implicit social network
structure and the user-item rating matrix. In our method, we
connect the user’s implicit social matrix, the item relations
matrix, and the user-item rating matrix through shared user
latent feature space and item latent feature space. By per-
forming factor analysis based on probabilistic matrix fac-
torization, the low-rank user latent feature space and item
latent feature space are learned in order to make implicit so-
cial recommendations.

Experiment results on the MovieLens dataset show that
our method outperforms state-of-the-art collaborative filter-
ing algorithms in cases where explicit social information
is unavailable and, on the Epinions dataset, show that our
method, using implicit social information, performs only
slightly worse than using explicit social information in cases
where this information is available. Moreover, complexity
analysis indicates that our approach can be applied to very
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large datasets, since it scales linearly with the number of
observations.

The remainder of this paper is organized as follows. In
Sect. 2, we provide an overview of several major approaches
for recommender systems and some related work. Section 3
presents our implicit social recommender system. The ex-
perimental results and analysis are presented in Sect. 4, fol-
lowed by the conclusions and future work in Sect. 5.

2. Related Work

In this section, we review several major approaches for rec-
ommender systems, including (1) traditional recommender
systems that are mainly based on collaborative filtering tech-
niques and (2) social recommender systems that have re-
cently drawn attention.

2.1 Collaborative Recommendation

The most popular algorithm in recommendation system
is collaborative filtering. Generally, collaborative filter-
ing systems are divided into two categories, i.e., memory-
based [2]–[5] and model-based [1], [6]–[8]. Memory-based
methods are further divided by their focus on finding similar
users [2], [4], or items [3], [5], for recommendations. User-
based approaches predict active user ratings based on those
of similar users, and item-based approaches predict active
user ratings based on computed information of items simi-
lar to those chosen by the active user. User-based and item-
based approaches often use the PCC algorithm [13] and the
VSS (vector space similarity) algorithm [14] as similarity
computation methods.

Model-based filtering systems assume that users build
up clusters, based on similar behavior, in rating items. A
model is learned based on patterns recognized in user rating
behaviors using clustering, Bayesian networks, and other
machine learning techniques [20], [21]. Recently, several
matrix factorization methods [1], [17], [18], [22] have been
proposed for collaborative filtering. These methods focus
on fitting the user-item rating matrix using low-rank approx-
imations, and use it to make further predictions. Matrix fac-
torization methods and low-dimensional factor models are
very efficient in training, since they assume that only a small
number of factors influence preferences in the user-item rat-
ing matrix, and that a user’s preference vector is determined
by the way each factor applies to that user.

There are also hybrid approaches which combine col-
laborative with content-based methods, or with different
variants of other collaborative methods.

2.2 Social Recommender Systems

Traditional recommender systems have been extensively
studied and developed, both in academia and in industry,
but they are all based on the assumption that users are inde-
pendent and identically distributed, and all ignore the rela-
tionships between users. Researchers have recently started

to analyze social recommender systems, taking into account
the social networks between users to improve recommenda-
tion quality. The belief here is that users linked with each
other in social networks tend to share certain common inter-
ests or to have similar tastes, which can help increase rec-
ommendation accuracy.

There have been some recent forays into social rec-
ommendations [9], [10], [23]–[25], all based on the assump-
tion that any pair of friends in a social network will
have similar interests. The studies [24], [25] incorporate
this network-based similarity property between users into
a state-of-the-art matrix factorization recommendation ap-
proach. The authors of one study [9] have proposed a social
recommendation framework, which is a probabilistic matrix
factorization-based method which learns the user and item
latent feature spaces by employing a user social network and
a user-item rating matrix, simultaneously and seamlessly. In
another study [10], two social regularization methods have
been proposed, constraining the matrix factorization objec-
tive function with user social regularization terms. Those
approaches have shown reasonable improvement over state-
of-the-art recommendation approaches which do not utilize
social factors.

The explicit user information used in social recommen-
dation is not always available; this problem greatly limits the
utilization of social recommendation, but there are alterna-
tive approaches that use other information to improve rec-
ommendation performance. Tag information can be used to
compute the neighbors of users and items, then the neigh-
bors’ information is used to improve the latent factor of
users and items [15]. Degrees of similarity can be used to
divide users and items into two categories: similar and dis-
similar users and items, to extend information to the recom-
mender algorithm [16]. In this paper, a social recommen-
dation algorithm is proposed which differs from previous
work in three aspects: (1) Our method incorporates item re-
lation information, based on traditional social recommender
algorithms; (2) Our method is interpreted using a probabilis-
tic factor analysis model by utilizing a user-item rating ma-
trix and implicit user and item social information matrix to-
gether, thus combining the best elements of both types of in-
formation; (3) Our framework makes it easy to use implicit
information, so we use the entire implicit social informa-
tion between users and items. We believe that the computed
implicit information is usefully for recommendation results.
The experiment results confirm our assumptions.

3. Implicit Social Recommender Algorithm

In this section, we first introduce a probabilistic matrix
factorization-based latent factor analysis method. Then, we
illustrate how to construct implicit social information and
leverage this in cases where explicit user social information
is not available.
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3.1 User-Item Rating Matrix Factorization

Considering the user-item rating matrix, suppose we have m
users and n items. The user-item rating matrix is denoted
as R, and the element ri j in R means the rating to item i j by
user ui, where values of ri j are within the range [0,1]. Ac-
tually, most recommender systems use integer rating values
from Rmin to Rmax to represent the user’s judgement in items;
we use the function f (x) = (x − Rmin)/(Rmax − Rmin) as the
mapping function to map the original rating values to val-
ues in the interval [0,1]. We use U ∈ Rl×m and V ∈ Rl×n to
denote the user latent feature matrix and the item latent fea-
ture matrix, respectively, with column vectors Ui and Vj de-
noting user-specific and item-specific latent feature vectors,
respectively. We define the conditional distribution over the
observed ratings as:

P(R|U,V, σ2
R) =

m∏
i=1

n∏
j=0

[N(ri j|g(UT
i V j), σ

2
R)]IR

i j (1)

where N(x|μ, σ2) is the probability density function of the
Gaussian distribution with mean μ and variance σ2, and IR

i j
is the indicator function that is equal to 1 if user ui rated
item v j and equal to 0 otherwise. The function g(x) is the
logistic function g(x) = 1/(1 + exp(−x)), which maps the
value of predictions (UT

i V j) within the range [0, 1]. We
place zero-mean spherical Gaussian priors on user and item
feature vectors similar to [1]:

P(U |σ2
U) =

m∏
i=1

N(Ui|0, σ2
U I)

P(V |σ2
V ) =

n∏
j=1

N(Vj|0, σ2
V I) (2)

Hence, through a Bayesian inference, we obtain:

P(U,V |R;σ2
R, σ

2
U , σ

2
V ) ∝ P(R|U,V;σ2

R)P(U |σ2
U)P(V |σ2

V )

=

m∏
i=0

n∏
j=0

[N(ri j|g(UT
i V j), σ

2
R)]IR

i j

×
m∏

i=1

N(Ui|0, σ2
U I) ×

n∏
j=0

N(Vj|0, σ2
V I) (3)

This basic matrix factorization model bases only on the user-
item rating matrix, which we call the PMF model in this
paper; it does not consider the information on users’ so-
cial connections relationships. The corresponding graphical
model is presented in Fig. 1.

3.2 Social Network Matrix Factorization

Here, suppose we have a directed social network graph
G = (u, ε),where u = ui represents all the users in the social
network, and ε represents the social connections between
users. Let C = cik denote the m × m matrix of graph G,

Fig. 1 Graphical model for PMF.

which is also called the social network matrix. For a pair of
vertices, user ui and user u j, let ci j ∈ (0, 1] denote the two
users’ social relation weight.

We use the matrix factorization method to derive a
high-quality l-dimensional latent user feature representation
U by analyzing the matrix C. The latent user feature space
is the same as the user feature space in the user-item rating
matrix. Let U ∈ Rl×m and Z ∈ Rl×m be the user feature space
and user factor feature space, respectively. Similarity, we
obtain the conditional distribution over the observed users’
social relationships:

P(C|U,Z, σ2
C) =

m∏
i=0

m∏
k=0

[N(Cik |g(UT
i Zk), σ2

C)]IC
ik (4)

We also place zero-mean spherical Gaussian priors on latent
user and factor feature vectors:

P(U |σ2
U) =

m∏
i=1

N(Ui|0, σ2
U I)

P(Z|σ2
Z) =

m∏
k=1

N(Zk |0, σ2
Z I) (5)

In order to reflect how user’s social connections will af-
fect this user’s judgement on items, we fuse the user’s social
network matrix and user-item rating matrix into a consistent
and compact feature representation. The posterior distribu-
tion for the recommendation is given by:

P(U,V,Z|R,C;σ2
R, σ

2
C , σ

2
U , σ

2
V , σ

2
Z)

∝ P(R|U,V, σ2
R)P(C|U,Z, σ2

C)P(U |σ2
U)P(V |σ2

V )P(Z|σ2
Z)

=

m∏
i=1

n∏
j=1

[N(ri j|g(UT
i V j);σ

2
R)]IR

i j

×
m∏

i=1

m∏
k=1

[N(cik |g(UT
i Zk), σ2

C)]IC
ik

×
m∏

i=1

N(Ui|0, σ2
U I) ×

n∏
j=1

N(Vj|0, σ2
V I)

×
m∏

k=1

N(Zk |0, σ2
K I) (6)
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Fig. 2 Graphical model for SoPMF.

Fig. 3 Recommendation with users and items relationships.

This is the probabilistic matrix factorization based so-
cial recommendation (SoPMF). The graphical model corre-
sponding to Eq. (6) is shown in Fig. 2. In the learning phase
of this model, the user-item rating matrix and user’s social
network matrix are used to learn the user latent feature ma-
trix and the item latent feature matrix, then the inner product
of the column vectors Ui and Vj is used to predict the rating
value of user ui on item v j.

3.3 Implicit Social Recommendation

As can be seen from the above, traditional social recom-
mendation systems only consider the influence of social net-
works from the user’s perspective and assume items are in-
dependent and identically distributed. However, the items
relation information may be important because people select
related items in different scenarios. Moreover, traditional
social recommendation systems need explicit user social re-
lationships to perform recommendations, but explicit user
social relationships are not available in many recommenda-
tion systems.

In this section, an alternative algorithm, ISRec, is pro-
posed. As shown in Fig. 3, we first compute the user social
relationships information if explicit user social relationships
are unavailable; meanwhile, we take the items relations into
account when generating recommendation results.

The implicit user social relationships matrix can be
constructed as follows:

First, we use the existing user-item rating matrix to
compute the similarity between every user pair, and then
use this similarity as an implicit social relationship between
users. For the similarity, we only compute those users who
have co-rated at least 10 items. In this way, we compute an
implicit user social relationships matrix. Here, we denote
the implicit user social relationships matrix as C, and now
we can use social recommendation with this matrix when
explicit user relationships are unavailable.

When computing the similarity between two users, we
use the popular Pearson Correlation Coefficient approach
(PCC), which is defined as:

si j=

∑
k∈I(i)

⋂
I( f )

(rik − r̄i)(r f k − r̄ f )√ ∑
k∈I(i)

⋂
I( f )

(rik − r̄i)2 ·
√ ∑

k∈I(i)
⋂

I( j)
(r f k − r̄ f )2

(7)

where I(i) is a set of items rated by user ui and r̄i is the aver-
age rating of user ui. From this definition, user similarity si f

ranges from [-1, 1], and a large value means user ui and user
u f are more similar. Here, we use a function f (x) = (x+1)/2
to map the values of si j to the interval [0,1].

Motivated by the implicit user social relationships, we
can similarly compute the items relationships matrix S in or-
der to improve the item latent feature matrix V . Let V ∈ Rl×n

and W ∈ Rl×n to be the latent item feature matrix and latent
item factor feature matrix, respectively. The latent item fea-
ture space is the same as the item feature space in the user-
item rating matrix. We define the conditional distribution
over the observed connections of items as:

P(S |W,V;σ2
S ) =

n∏
t=1

n∏
j=1

[N(S t j|g(WT
t Vj))]

IS
t j (8)

where IS
t j is the indicator function that is equal to 1 if item

vt is connected to item v j, 0 otherwise. We place zero-mean
spherical Gaussian priors on latent item and item factor fea-
ture vectors:

P(V |σ2
V ) =

n∏
j=1

N(Vj|0, σ2
V I) (9)

P(W |σ2
W ) =

n∏
t=1

N(Wt |0, σ2
W I) (10)

In order to use the implicit social relationships of user
and item relationships information, we model the problem
using the graphical model shown in Fig. 4, which fuses
the implicit user social relationships matrix, item relation-
ships matrix, and user-item rating matrix together. Based on
Fig. 4, the log of the posterior distribution is given by:

ln p(U,V,Z,W |R,C, S ;σ2
R, σ

2
C , σ

2
S , σ

2
U , σ

2
V , σ

2
Z , σ

2
W )

= − 1

2σ2
R

m∑
i=1

n∑
j=1

IR
i j(ri j − g(UT

i V j))
2

− 1

2σ2
C

m∑
i=1

m∑
k=1

IC
ik(cik − g(UT

i Zk))2



350
IEICE TRANS. INF. & SYST., VOL.E98–D, NO.2 FEBRUARY 2015

Fig. 4 Graphical model for ISRec.

− 1

2σ2
S

n∑
t=1

n∑
j=1

IS
t j(st j − g(WT

t Vj))

− 1

2σ2
U

m∑
i=1

UT
i Ui − 1

2σ2
V

n∑
j=1

VT
j V j

− 1

2σ2
Z

m∑
k=1

ZT
k Zk − 1

2σ2
W

n∑
t=1

WT
t Wt

−1
2

(
m∑

i=1

n∑
j=1

IR
i j)lnσ

2
R −

1
2

(
m∑

i=1

m∑
k=1

IC
ik)lnσ2

C

−1
2

(
n∑

t=1

n∑
j=1

IS
t j)lnσ

2
S −

1
2

(ml lnσ2
U

+nl lnσ2
V + ml lnσ2

Z + nl lnσ2
S ) +C (11)

where C is a constant that does not depend on the parame-
ters. Maximizing the log-posterior over four latent features
with hyperparameters kept fixed is equivalent to minimizing
the following sum-of-squared-errors objective function with
quadratic regularization terms:

E(R,C, S ,U,V,Z,W) =
1
2

m∑
i=1

n∑
j=1

IR
i j(ri j − g(UT

i V j))
2

+
λC

2

m∑
i=1

m∑
k=1

IC
ik(cik − g(UT

i Zk))2

+
λS

2

n∑
t=1

n∑
j=1

IS
t j(st j − g(WT

t Vj))

+
λU

2
‖U‖2F +

λV

2
‖V‖2F +

λZ

2
‖Z‖2F +

λW

2
‖W‖2F (12)

where λC = σ
2
R/σ

2
C , λS = σ

2
R/σ

2
S , λU = σ

2
R/σ

2
U , λV =

σ2
R/σ

2
V , λZ = σ

2
R/σ

2
Z , λW = σ

2
R/σ

2
W , and ‖ • ‖2F denote the

Frobenius norm. A local minimum of the objective function
given by (12) can be found by performing gradient descent
in W,Z,U, and V:

∂E
∂Ui
=

n∑
j=1

IR
i jg
′(UT

i V j)(g(U
T
i V j) − ri j)Vj

+ λC

m∑
k=1

IC
ikg
′(UT

i Zk)(g(UT
i Zk) − cik)Zk + λUUi (13)

∂E
∂Vj
=

m∑
i=1

IR
i jg
′(UT

i V j)(g(U
T
i V j) − ri j)Ui

+ λS

n∑
t=1

IS
t jg
′(WT

t Vj)(g(W
T
t Vj) − st j)Wt + λVVj (14)

∂E
∂Zk
= λC

n∑
j=1

IC
ikg
′(UT

i Zt)(g(U
T
i Zt) − cik)Ui + λZZk (15)

∂E
∂Wt

= λS

m∑
i=1

IS
t jg
′(WT

t Vj)(g(W
T
t Vj) − st j)Vj + λWWt (16)

where g′(x) = exp(x)/(1 + exp(x))2 is the derivative of
the logistic function.

3.4 Complexity Analysis

In our proposed recommender system model, the main com-
putation cost is in evaluating objection E and correspond-
ing gradients on variables. Due to the sparsity of matrices
R,C, and S , so the complexity of evaluating objection E is
O(ρRl + ρCl + ρS l), where ρR, ρC and ρS are the numbers of
non-zero entries in matrices R,C and S , and l is the number
of dimensions of latent feature space. The complexities of
(13), (14), (15), (16) are O(ρRl + ρCl), ρRl + ρS l, ρCl and
ρS l. Therefore, the total complexity for one iteration of the
model is O(ρRl+ ρCl+ ρS l), which means that the complex-
ity of the algorithm is linear with the number of observations
in the three sparse matrices. This demonstrates that our ap-
proach is efficient and is scalable to large datasets.

4. Experimental Analysis

In this section we conduct several experiments to give an-
swers to the following questions:

(1) How effective is our approach compared to a basic
matrix factorization method when explicit social informa-
tion is unavailable?

(2) How effective is our approach compared to a so-
cial recommender system when explicit social information
is available?

(3) How can the items relationship information help
to improve the recommendation results, compared to taking
the items independently?

4.1 Data Description and Metrics

We use the MovieLens 10M/100K dataset in our experiment
to evaluate the algorithms when explicit social information
is not available, and use the Epinions dataset to evaluate the
performance of the algorithms when it is available, because
this latter dataset has a trust relation between users, in addi-
tion to the user-item rating matrix.

The MovieLens 10M/100K is a relatively small dataset
contains 1,000,000 user-item ratings (scaled from 1 to 5),
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rated by 943 users on 1642 items. The Epinions dataset
contains 49,290 users, who rated a total of 139,738 differ-
ent items at least once, and it also has 487,181 issued trust
statements which we can use as explicit user social network
information.

The main purpose of recommender systems is to pre-
dict users’ future likes and interests. Multiple metrics ex-
ist to measure various aspects of recommendation perfor-
mance. Two notable metrics, Mean Absolute Error (MAE)
and Root Mean Squared Error (RMSE), are used to measure
the closeness of predicted ratings to the true ratings. MAE
is defined as

MAE =

∑
i, j
|ri j − r̂i j|

N
(17)

where ri j denotes the rating user ui gives to item v j, r̂i j de-
notes the related predicted rating, and N denotes the number
of tested ratings. RMSE is defined as:

RMS E =

√√∑
i, j

(ri j − r̂i j)2

N
(18)

Lower MAE and RMSE results correspond to higher
prediction accuracy. Since RMSE squares the error before
summing it, it tends to penalize large errors more heav-
ily. As these metrics treat all ratings equally, no matter
what their positions are in the recommendation list, they
are not optimal for some common tasks such as finding a
small number of objects that are likely to be appreciated by
a given user (finding good objects). Yet, due to their sim-
plicity, RMSE and MAE are widely used in the evaluation
of recommender systems.

4.2 Performance Analysis

In this section, the performance improvement of our Implicit
Social Recommendation (ISRec) algorithm is shown, and
the algorithms compared in this paper are as follows:

(1) PMF: Probabilistic Matrix Factorization (PMF)
method. The details of this method are introduced in
Sect. (3.1).

(2) SoPMF: social recommender method that uses ex-
plicit user social information. The details of this method are
introduced in Sect. (3.2).

(3) ISRec: the method which is proposed in this paper
which uses the whole implicit user and item social informa-
tion.

(4) IuSRec: this is the Implicit Social Recommenda-
tion method which only uses the whole implicit user social
information.

(5) IuSRec0.75: IuSRec method using implicit user so-
cial information with a value greater than 0.75.

(6) ISRec0.75: ISRec method using implicit social in-
formation with a value greater than 0.75.

In order to compare every method fairly,we use similar
parameter settings for those common parameters adopted in

Table 1 MovieLens DataSet RMSE comparison.

Training Data PMF IuS Rec0.75 IS Rec0.75 IuSRec ISRec
99% 0.6807 0.6653 0.6636 0.6103 0.6091
80% 0.6872 0.6731 0.6713 0.6216 0.6197
50% 0.6892 0.6775 0.6760 0.6379 0.6343
20% 0.6902 0.6810 0.6794 0.6562 0.6503
10% 0.6997 0.6813 0.6796 0.6614 0.6548

Table 2 MovieLens DataSet MAE comparison.

Training Data PMF IuS Rec0.75 IS Rec0.75 IuSRec ISRec
99% 0.6206 0.6061 0.6044 0.5521 0.5507
80% 0.6207 0.6141 0.6124 0.5640 0.5619
50% 0.6274 0.6187 0.6172 0.5807 0.5768
20% 0.6298 0.6218 0.6201 0.5980 0.5918
10% 0.6300 0.6219 0.6202 0.6027 0.5958

Table 3 Epinions DataSet RMSE comparison.

Training Data PMF S oPMF IS Rec0.75 ISRec
90% 0.8038 0.7515 0.8007 0.797
10% 0.8040 0.7707 0.8015 0.7983

Table 4 Epinions DataSet MAE comparison.

Training Data PMF S oPMF IS Rec0.75 ISRec
90% 0.7452 0.6928 0.7421 0.7381
10% 0.7455 0.7132 0.7430 0.7394

all the approaches. In this paper, for PMF, SoPMF, IuSRec,
IuSRec0.75, ISRec, ISRec0.75, the dimension of latent feature
vectors is set to 50, and the maximum iteration time is set to
100. At the same time, we use the setting λC = 10, λS = 1,
λU = λV = λW = λZ = 0.01.

MovieLens Dataset: We use different amounts of
training data (99%, 80%, 50%, 20%, 10%) to test all the
algorithms. Training data 99% means that we randomly se-
lect 99% of the ratings from the MovieLens dataset as the
training data to predict the remaining 1% of rating. From
Table 1 and 2, we can see that: first, our approach signifi-
cantly outperforms the traditional methods which only use a
user-item rating matrix; second, when comparing the meth-
ods ISRec and IuSRec, we can see that the items relations
have a great impact on recommendation accuracy; third, the
results of IS Rec0.75 and ISRec show that taking the whole
information as our compute method in this paper performs
better than just using part of that information.

Epinions Dataset: On this dataset, we compare the im-
plicit social recommendation with the explicit social infor-
mation, and the results from Table 3 and 4 show that our
approach performs only slightly worse than social recom-
mendation with explicit social information, but this is still
better than PMF, which does not use the social information.

One task we target in this paper is to provide accu-
rate recommendations when users only supply a few rat-
ings. Hence, we evaluate how different methods perform
on different users based on how many ratings the users rated
in the training datasets. We first group all the users based
on the number of observed ratings in the training data (we
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Fig. 5 Distribution of training data (80% as training data).

Fig. 6 RMSE performance comparison on different user rating scales
(80% as training data).

Fig. 7 MAE performance comparison on different user rating scales
(80% as training data).

choice 80% MovieLens dataset), and then evaluate predic-
tion accuracies of different user groups. In order to interpret
the results more intuitively, we include the baseline method
PMF for comparison since it does not include any social in-
formation. We also test a number of other training dataset,
including 10%, 20%, 50% and 99% as training dataset. For
all of them, we observe similar trends in the analysis, and
the results are not qualitatively different. Hence, we only
report the results using 80% MovieLens dataset as training
set. The experimental results are shown in Fig. 5, 6 and 7.

Users are grouped into 6 classes: “[0, 20]”, “[21, 40]”,
“[41, 100]”, “[101, 160]”, “[161, 260]” and “> 260”. Fig-
ure 5 summarizes the distributions of testing data according
to groups in the training data. From Fig. 6 and Fig. 7 we

Fig. 8 Impact of parameter λC .

can see that the method ISRec with implicit social informa-
tion consistently outperforms the PMF method in all the user
groups. We also notice that our method performs much bet-
ter than PMF when users have few ratings. The RMSE im-
proved by 11.4%, and the MAE improved by 11.9% for user
rating numbers between 0 and 20. For user rating numbers
more than 260, RMSE improved by 9% and MAE by 9.5%.
This show that the implicit social information play more im-
portant role in making recommendations when users supply
a few ratings and the proposed method alleviated the data
sparsity problem in the recommender systems.

4.3 Impact of Parameter λC

In our model, the parameter λC balances the information
from user implicit information and the items’ implicit in-
formation. It controls the impact of the user implicit social
information matrix. If we set λC=0, it means we do not use
the implicit social information from users. If we set λC to
+inf, it means we only utilize users’ implicit social informa-
tion.

We test the impact of the parameter λC when we set
λU = λV = λZ = λW=0.005, λS=1. Figure 8 shows the im-
pact of λC on RMSE. From the results we can see that the
value of λC impacts the prediction results significantly. As
the value of λC increases, the values of RMSE decrease at
first, but when λC surpasses a certain threshold, the values
of RMSE increase as the value of λC increases. The results
meet the intuition that purely using the users’ implicit so-
cial information or user-item rating information for predic-
tions cannot get better results than fusing this information
together.
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5. Conclusions

We compute implicit social information among users and
items and propose an implicit social recommendation al-
gorithm in order to estimate social recommendations on a
dataset where explicit user social information is unavailable.
The experimental results show that the performance of our
ISRec approach is poor compared to when explicit user so-
cial information is used; however, where this information
is not available, our method can significantly improve pre-
diction accuracies. Thus, we can use ISRec for most real
word recommendation systems, especially when the user’s
explicit social connection information is unavailable.
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