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PAPER

Discriminating Unknown Objects from Known Objects Using
Image and Speech Information

Yuko OZASA†a), Student Member, Mikio NAKANO††b), Member, Yasuo ARIKI†c), Fellow,
and Naoto IWAHASHI†††d), Member

SUMMARY This paper deals with a problem where a robot identifies
an object that a human asks it to bring by voice when there is a set of objects
that the human and the robot can see. When the robot knows the requested
object, it must identify the object and when it does not know the object, it
must say it does not. This paper presents a new method for discriminat-
ing unknown objects from known objects using object images and human
speech. It uses a confidence measure that integrates image recognition con-
fidences and speech recognition confidences based on logistic regression.
key words: multimodality, unknown object discrimination, object recogni-
tion, information integration

1. Introduction

When a household robot works with a human in a home en-
vironment, the robot needs to understand and ground the hu-
man language to the physical world. The grounding between
language and the physical world requires the representation
of real objects in the physical world. The real objects are
represented by multiple modalities. Roy et al. [1] presented
an implemented computational model of word acquisition
which learns directly from raw multimodal sensory input.
Specifically, in object-mediated communication, the multi-
ple modalities are needed. Examples of such modalities are
the language information, human voice, and physically ob-
served information of the objects. So far methods for learn-
ing language and its meaning using several modalities such
as voice and the object image have been proposed [1]–[7].

We learn knowledge not only from books but also from
conversation and interaction with others. It is more natu-
ral for robots to learn knowledge through mutual interaction
with humans. Several researchers have proposed this learn-
ing method for robots through interaction [8]–[12]. There
are two approaches. One approach imitates the learning
of children [8]. Its purpose is to make the robot learn and
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ground the language and concepts in the same way as chil-
dren. The other approach deals with leaning while execut-
ing tasks [9]–[12]. It deals with the grounding problem in
the task. For example, let us consider the task where a robot
brings an object requested by a human voice. The ground-
ing between the human speech of the object name and the
image of the object is required in order to achieve the task.
Our research belongs to the latter approach. The purpose of
our work is to make robot learn unknown objects through
the natural interaction between human and robots. For the
interaction, we consider an object manipulation task. The
task assumes that there are several objects which are known
or unknown on a table, and a human tells the robot “bring
me 〈object name〉.” as shown in Fig. 1. Although there have
been several pieces of work that deal with the object manip-
ulation task in the situation where all the objects on the table
are known, there has been no research dealing with the task
in the situation where there are objects some of which are
unknown to the robot on the table.

People sometimes refer to an object that the other does
not know. They can discriminate whether the object is
known or unknown to themselves. When the object is un-
known, they learn the object at that time. In this paper, we
mean by “an unknown object” an object whose name and
image model the hearer does not have. So its name is out of
vocabulary of the hearer.

In this paper, we propose an object recognition method
using integrated confidence measures of image and speech,
and an unknown object discrimination method by extending
the object recognition method as the first step of unknown
object learning through the interaction between a human and
robots. Under the assumption that the spoken object name
is the name of an object on the table, the image feature of
the objects on the table and human speech are integrated so
that the robot can detect the indicated object.

Fig. 1 Autonomous discrimination of unknown objects and their names
by a robot.
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The achievement of the task requires speech and image
recognition. Then, there are four types of pairs of speech
and image, a speech of a known name and an image of
known object, a speech of a known name and an image
of an unknown object, a speech of an unknown name and
an image of a known object, and a speech of an unknown
name and an image of an unknown object. The robot needs
to discriminate these four types of pairs. To consider the
task where a robot selects the object requested by a human
voice from the multiple objects on the table, the task can
be achieved by discriminating these four types of pairs. The
discrimination enables the robot to select the object if it does
not know in some cases.

The rest of the paper is organized as follows. Section 2
gives the details of the object manipulation task in this pa-
per. Section 3 describes the proposed method for unknown
object discrimination. The experimental methodology and
results are presented in Sect. 4. Finally, Sect. 5 concludes
the paper.

2. Task Settings

The task this paper deals with is to select an object requested
by a human voice among the objects including the unknown
objects on the table. It is different from an object grasping
task which many robotics researchers deal with. As far as
we know, it has not been dealt with in previous studies al-
though this task is important for domestic robots that assist
humans’ daily lives.

In more detail, the task is described as follows:

• There are several objects on a table - Some or all ob-
jects may be unknown to the robot.
• A human tells the robot “bring me 〈object name〉 on the

table”, and the robot behaves as requested.

Two types of behaviors are prepared in this task. Ideally, the
robot is expected to respond as follows (Fig. 2):

1. When the robot can select the object requested to bring,
it says “Here you are” and brings the object to the user.

2. When the robot cannot select the object, it says “I don’t
know.”, without doing any actions.

Let us consider the interactions between humans in the
case that there are multiple objects on the table and one of
the objects is unknown and other objects are known, and a

Fig. 2 Variation of robot behaviors.

human requests the other human to bring the unknown ob-
ject. The human can bring the unknown object since he
knows the sets of pairs of names (speech) and images of
objects except for the unknown object.

The robot can select the object in this case since the
integrated information of speech and image is used in the
proposed method. The method using only speech and image
cannot be applied to this case. Through this interaction, the
robot can learn unknown objects in a natural way.

There can be the following three cases when multiple
objects are on the table.

• The input speech is the name of a known object that is
on the table.
• There are multiple objects on the table, the input speech

is the name of an unknown object, only one object is
unknown, and the remaining objects are known.
• There are multiple objects on the table, the input speech

is the name of an unknown object, and there are multi-
ple unknown objects on the table.

In the first and second cases, the behavior of the robot is
(a), and in the third case, the behavior of the robot is (b) in
Fig. 2.

3. Proposed System

The object grasping task requires the robot to grasp an ob-
ject in a certain way, but our task requires the robot to dis-
criminate the known and unknown objects and recognize the
objects.

The proposed system is composed of two parts, esti-
mating confidence and detecting unknown objects. The pro-
posed system diagram is shown in Fig. 3. The unknown ob-
ject discrimination algorithm is as follows:

The Unknown Object Discrimination Algorithm

Input: Cs,Co

Output: “Known/Unknown”, Ob ject name

if max
i

(F(Cs(s;Λi),Co(o; Gi))) < δ then

Output: “Unknown”, Ob ject name of i
else

Fig. 3 Proposed system configuration diagram.
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Output: “Known”, Ob ject name of i

The proposed method for unknown object discrimination
uses both image and speech information in an integrated
way. The confidences of the recognition results for input
speeches and images, Cs(s;Λi) and Co(o; gi), are estimated.
s denotes the input speech, Λi denotes the speech model of
i-th object, o denotes the input image, and gi denotes the
image model of i-th object. Then, the confidences are inte-
grated via logistic regression F(Cs,Co) and the unknown ob-
jects are detected by thresholding the integrated confidence
where the threshold is δ.

3.1 Confidence Measure

The proposed method integrates the confidences of speech
recognition results and image recognition results, and the
integrated confidence is used in detecting unknown objects
and their names.

3.1.1 Speech Processing

The features used for speech recognition were Mel-
frequency cepstral coefficients, which were based on short-
time spectrum analysis; their delta and acceleration param-
eters; and the delta of short-time log power. These features
were obtained by speech recognition software, Julius [14].
Speech recognition confidence is used to evaluate the relia-
bility of the result of speech recognition and it is obtained
by the following formula [17]:

Cs(s;Λi) =
1

n(s)
log

P(s;Λi)
max

u
P(s;Λu)

(1)

where P(s;Λi) is the likelihood of speech andΛi denotes the
word Hidden Markov Model (HMM) for the name of the i-
th object. n(s) denotes the number of frames in the input
speech and u denotes an arbitrary phoneme sequence. So
max

u
P(s;Λu) means the likelihood of the result of phoneme

typewriter, that is, speech recognition without a language
model that allows any phoneme sequence. Since this lan-
guage model does not put any restriction on the phoneme
sequence, max

u
P(s;Λu) is considered to be the maximum of

the likelihood given the input speech. So, Cs(s;Λi) means
how likely Λi is the word for the input speech†.

†Cs(s;Λi) equals to the ratio of the probability of Λi and the
probability of the most likely phoneme sequence given the input
speech. This is because the following holds by the Bayes’ Theo-
rem.

P(s;Λi) =
P(Λi; s)P(Λi)

P(s)

Since we assume P(Λi) is a constant in this work, Cs(s;Λi) equals
to

1
n(s)

log
P(Λi; s)

max
u

P(Λu; s)
.

3.1.2 Image Processing

The features used for image recognition were L*a*b* com-
ponents (three dimensions) for color, complex Fourier coef-
ficients (eight dimensions) of contours for shape [18], and
the area of an object (one dimension). Gaussian models
were learned using these features by MAP adaptation. The
confidence of the objects is written as follows [13]:

Co(o; Gi) = log
P(o; Gi)

Pmax
(2)

and Gi denotes the normal distribution of the i-th ob-
ject, and P(o; Gi) is the likelihood of the object, Pmax =

((2π)
d
2 |∑ | 12 )−1 denotes the maximum probability density of

Gaussian functions.
∑

denotes the covariance matrix of the
Gaussian function. Co(o; Gi) is normalized by Pmax so that
it means how close the input image is to the model of the
i-th object.

3.2 Logistic Regression for Modality Integration

The speech and image confidences are not always reliable.
For example, speech confidences can be affected by change
in acoustic conditions such as noises, and image confidences
can be affected by change in lighting conditions. So, it
would be effective to integrate speech and image confi-
dences to better estimating confidences. We employ logistic
regression for the integration, and use the integrated confi-
dences for unknown object discrimination.

3.2.1 Logistic Regression

The speech recognition confidence measure and object
recognition confidence measure are integrated by the fol-
lowing logistic regression function [13]:

F(C) =
1

1 + exp{−αTC} (3)

Here CT = (1,Cs,Co) and αT = (α0, α1, α2) are lo-
gistic regression coefficients. In the training of this logistic
regression function, the (i, j)-th training sample is given as
the pair of input signals (Cs(s j;Λi), Co(o j; Gi)) and teaching
signal di, j, where i denotes the model index and j denotes
the sample index. Thus, the training set T contains N × M
(N models and M samples) samples.

TN×M = {Cs(s j;Λi), Co(o j; Gi), di, j | i = 1, · · · ,N,
j = 1, · · · ,M}

(4)

The teaching signal di, j is 1 when s j is a speech of the name
of the object i and o j is a image of the object i, and 0 oth-
erwise. When using logistic functions, we investigate only
whether the input matches the model or not. Then we deter-
mine if the input is an unknown object or not using outputs
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of the logistic functions each of which checks if the input
matches one of the models of all known objects or not. If
the input matches none of the models of the known objects,
it is considered to be an unknown object. The log likelihood
function of the training set using the logistic regression func-
tion is written as

l(α) =
M∑

j=1

N∑

i=1

{di, jα
TCi

j − log(1 + exp(αTCi
j))} (5)

Here Ci
j
T
= (1,Ci

s j
,Ci

oj
), and Ci

s j
and Ci

oj
are Cs(s j;Λi) and

Co(o j; Gi) respectively for abbreviation. The weight set α is
optimized by maximum likelihood estimation using Fisher’s
scoring algorithm [19].

3.2.2 Regularized Logistic Regression

Over fitting of the learning of logistic regression is a seri-
ous problem. To avoid over fitting, regularized logistic re-
gression is used. The log likelihood function in regularized
logistic regression based on ridge regression is written as
follows [21]:

lR(α) =
M∑

j=1

N∑

i=1

{di, jα
TCi

j − log(1 + exp(αTCi
j))}

+
λ

2
‖α‖2

(6)

where λ is the coefficient of the regularized term. The
weight set α is optimized in the same way as that of logistic
regression described in Sect. 3.2.1.

3.2.3 Kernel Logistic Regression

There are linear regression and nonlinear regression. Logis-
tic regression is a nonlinear regression but its discrimination
plane is linear. This section considers the logistic function
whose discrimination plane is nonlinear. One such logistic
regression is kernel logistic regression [21]. Using the ba-
sis function, kernel logistic regression is obtained. In this
paper, the Gaussian basis function shown in (7) is used.

φm(C) = exp

⎛⎜⎜⎜⎜⎜⎜⎝−
∥∥∥C − μm

∥∥∥
2s2

m

2⎞⎟⎟⎟⎟⎟⎟⎠ (7)

where μm is the center vector of the basis function, and sm

is the parameter which defines the broadening of the basis
function. Kernel logistic regression is written as follows:

FK(C) =
1

1 + exp{−αTφ(C)} (8)

where φ(C) is the vector each element of which is the value
of the Gaussian basis function (7) at the (i, j)-th training
sample, namely μm = μi, j = Ci

j = (1,Ci
s j
,Ci

oj
, )T. The log

likelihood function in the kernel logistic regression is writ-
ten as follows:

lK(α) =
M∑

j=1

N∑

i=1

{di, jα
Tφ(Ci

j) − log(1 + exp(αTφ(Ci
j)))}

(9)

The weight set α is optimized in the same way as logistic
regression.

3.2.4 Multiclass Logistic Regression

The logistic regression described above is two-class logis-
tic regression and that can discriminate multimodal inputs
into two classes. Here we mention multiclass logistic re-
gression [21] which will be used in Sect. 3.4.

Let us consider K class logistic regression. The k-th
class logistic function is written as follows:

FM,k(Ci
j) =

exp(αT
k Ci

j)

K∑
p=1

exp(αT
pCi

j)
(10)

Then, the log likelihood function is writen as follows:

lM(α) =
M∑

j=1

N∑

i=1

K∑

k=1

di, j,k log FM,k(Ci
j)

+ (1 − di, j,k) log(1 − FM,k(Ci
j))

(11)

where di, j,k is a teaching signal, and 0 or 1.

3.3 Discrimination of Unknown Objects and Their Names

In the discrimination phase, the multimodal input is clas-
sified as an unknown object or a known object using inte-
grated confidence. When the multimodal input is classified
as unknown, it is considered that an unknown object is de-
tected and its name is obtained by the input speech. When
multimodal input is classified as known, then the object with
its name is output.

3.3.1 Discrimination of Unknown Objects

Figure 4 shows the joint distribution of speech recognition
confidence and image recognition confidence of the exper-
iment data described in Sect. 4. This graph plots data of

Fig. 4 Joint distribution of values of speech and object confidence.
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10 objects. For each object, 11 images and one speech are
used to form 11 pairs of an image and a speech. Their con-
fidences for 10 object models are obtained, so in total 110
data are plotted. The sets of pairs of speech and image con-
fidence measure when the input is unknown or known are
plotted. It indicates that discriminating unknown and known
objects would be possible by using both confidences simul-
taneously. Given a threshold δ, the object is classified as
unknown or known.

The logistic regression function F(Cs,Co) is used for
the classification of unknown and known objects. If the fol-
lowing condition is satisfied, the input object is classified as
an unknown object, otherwise as a known object.

max
i

F(Cs(s;Λi),Co(o; Gi)) < δ, (12)

δ denotes the boundary of the classification based on the
logistic regression. There are two kinds of thresholds that
are often used; one is the confidence boundary which is 0.9
and the other is decision boundary which is 0.5 [20]. Al-
though the decision boundary is a standard, the confidence
boundary is known to work better for the classification of
real data [20]. So, the confidence boundary is used in the
experiments in this paper.

3.3.2 Object Recognition

When the input is classified as a known object, it is recog-
nized and its ID is obtained as follows:

î = arg max
i

F(Cs(s;Λi),Co(o; Gi)) (13)

Then, the object name is output.

3.4 Discrimination of Multiple Unknown Objects and
Their Names

3.4.1 Cases of Multiple Unknown Object Discrimination

The method for detecting an unknown object proposed in
Sect. 3.3 can be extended to methods which detect multiple
unknown objects and their names.

The proposed method described in Sect. 3.3 assumed
that the input speech refers to the input image. However,
when there are multiple objects, this assumption does not
hold. For the image of each object on the table, we need
to check if the pair of the input speech and the input image
matches one of the known objects or not. Even if the speech
is the name of known object, the input image may not a
known object. So the method described in Sect. 3.3 is not
applicable when there are multiple objects on the table.

Let us consider the cases of multiple unknown object
discrimination shown in Figs. 5 and 6. In this setting, we
assume that the spoken name is always the name of one of
the objects on the table.

Case 1: There are three known objects on the table and a
known speech is input. One of the objects corresponds

Fig. 5 Cases where the input word is known.

Fig. 6 Cases where the input word is unknown.

to the input speech, and the other objects do not. If the
robot discriminates the corresponding pair of speech
and image, it can get the target known object.

Case 2 and 3: The object corresponding to the input
speech is one of the known objects. The objects not
corresponding to the input speech are treated as un-
known objects for the robot. If the sets of pairs of an
image of a known object and a speech of a known name
and that of an image of an unknown object and a speech
of a known name can be discriminated, the robot can
get the targeted known object.

Case 4: The object corresponding to the input speech is an
unknown object, and the known objects do not corre-
spond to the input speech. If the sets of pairs of an im-
age of an unknown object and a speech of an unknown
name and that of an image of a known object and a
speech of an unknown name can be discriminated, the
robot can get the targeted unknown object.

Case 5: The object corresponding to the input speech is an
unknown object, and other objects do not correspond
to the input speech. If the sets of pairs of an image of
an unknown object and a speech of an unknown name
and that of an image of a known object and a speech of
an unknown name can be discriminated, the robot can
narrow down the selections of the targeted object.

Case 6: The objects on the table and the input speech are
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unknown. All input sets of pairs are an image of an
unknown object and a speech of an unknown name. If
the unknown objects are detected, the robot learn all
the objects on the table are unknown objects.

We propose a method for dealing with these cases. It
consists of the following three parts.

The first part checks if each input pair of speech and
image matches the model of an object. This process classi-
fies each input into one of the three classes C1, C2, and C3.
C1 means neither the speech or image matches the model,
C2 means either of the speech or the image match the model,
and C3 means both of the speech and image match the model
(Fig. 7). We employed two methods for this discrimina-
tion. One method is to use two two-class logistic regres-
sion functions; one for discriminating C3 from C1 and C2

and the other is for discriminating C1 from C2 and C3. The
other method uses three-class logistic regression mentioned
in Sect. 3.2.4 to classify C1, C2 and C3.

The second part checks if the input is an unknown ob-
ject or not based on the results of the first part by the follow-
ing procedure.

(U) If the results of the first part for the models of all known
objects are C1, the input is considered to be an un-
known object.

(K) Else if the results of the first part for at least one of the
models of all known objects is C3, the input is consid-
ered to be a known object. If the results of the first
part were C3 for more than one model, the model that
matches with the highest confidence is selected in the
object identification.

(O) Otherwise, the input speech is an unknown name and
the input image is as a known object, or the input
speech is a known name and the input image is as an
unknown object.

The third part identifies the requested object based on
the results of second part for the images of all objects on
the table. For example, in Case 1 of Fig. 5, the results of
the second part should be K for one object on the table and
O for the remaining two objects, so the robot can select the
object that are assigned K.

Fig. 7 Matching input pairs of a speech and an image with object models.

4. Experimental Evaluation

We first evaluated the unknown object discrimination
method, and then evaluated object recognition. The coef-
ficients α0, α1, and α2 were optimized in the experiment.

50 objects were prepared and for each object, one ut-
terance including its name and 11 images were collected.
Some of the images are shown in Fig. 8. Two types of im-
age datasets, data set 1 and data set 2 were prepared. Data
set 1 consists of images of objects taken from 11 angles.
Data set 2 consists of images of objects taken from 5 an-
gles. Figure 9 shows samples of 11 images of a bear taken
from 11 angles. The size of the image is 640 × 480 pixels.
The RGB image and depth map are taken by Kinect [22],
and the object region is automatically extracted by both the
RGB image and depth map. Examples of the RGB image,
depth map, and extracted object region are shown in Fig. 10.
The extracted object regions are used in the experiment. All
utterances were spoken by one speaker.

4.1 Evaluation of Method to Detect Unknown Objects

Evaluation was also performed using leave-one-out cross
validation in this section. The features used in image recog-
nition were L*a*b* components for color, complex Fourier
coefficients of contours for shape, and the area of an object
as described in Sect. 3.2.1. Data set 1 is used in this exper-
iment. We evaluated the unknown object detection with the

Fig. 8 Examples of objects used in the experiment.

Fig. 9 11 images of a bear taken from 11 different angles.

Fig. 10 Example of information obtained by Kinect.
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Table 1 Accuracy of multiple unknown object discrimination (%).

Two types of two-class logistic regression Three class logistic regression SVM
L RL KL RKL L RL KL RKL

82.3 85.8 92.4 97.6 88.2 90.1 91.5 98.0 95.6

Table 2 Accuracy of object recognition for respective feature (%).

Features Image Speech Logistic
L*a*b Area Fourier L*a*b+Fourier All

Data set 1 73.6 14.6 38.0 89.6 93.0 100.0
Data set 2 69.6 11.4 29.2 84.8 88.2 96.0 100.0

four types of pairs of all combinations of a speech and an
image. The four types of the pairs are the pairs of a speech
of a known name and an image of a known object, a speech
of an unknown name and an image of a known object, a
speech of a known name and an image of an unknown ob-
ject, and a speech of an unknown name and an image of
an unknown object. The data excluding a test data (a pair
of a speech and an image) were used for the training data.
When a test data was a pair of known speech and image,
9 images of each 50 object (450 images) were used for the
training data of the image models. When a test data was not
a pair of known speech and image, the unknown object of
the test data was excluded, and 9 images of each 49 object
(441 images) were used for the training data of the image
models. The pairs of a speech and an image excluding the
test data and training data of the image models were used
for the training data of the logistic regression. The pairs of
1 speech and 1 image of each 49 object (49 pairs) were used
for the training data of the logistic regression. The accuracy
of the method using two-class logistic regression and three
class logistic regression was compared in this section. Four
types of logistic regression are used, logistic regression, reg-
ularized logistic regression, kernel logistic regression, and
regularized kernel logistic regression. The training of RKL
is time-consuming, so the least-squares probabilistic classi-
fier (LSPC) [23] is used for the determination of the kernel
parameter and the regularization parameter. The parameters
are optimized in each experiment one by one.

The experimental result is shown in Table 1. In Table 1,
L, RL, KL, and RKL denote logistic regression, regularized
logistic regression, kernel logistic regression, and regular-
ized kernel logistic regression, respectively. The accuracy
of the method using polynomial kernel SVM (Support Vec-
tor Machine) was also compared, too.

When comparing regularized logistic regression with
logistic regression, the former is more effective. Kernel lo-
gistic regression is more effective than regularized logistic
regression. This result shows that pairs of confidence mea-
sures of data sets varies widely, and in such data sets, the
method using kernel logistic regression is effective. Regu-
larized kernel logistic regression is the most effective, com-
pared to logistic regression, regularized logistic regression,
kernel logistic regression, and SVM. SVM is more effec-
tive than logistic regression, regularized logistic regression,
and kernel logistic regression but less effective than regular-
ized kernel logistic regression. The method using three class

regularized kernel logistic regression is the most effective in
this experiment.

4.2 Evaluation of Object Recognition

Evaluation was performed using leave-one-out cross valida-
tion. Under the condition that a known object was input, we
chose one image as test data from 50 objects, and the re-
maining images were used as training data. When data set
1 was used, the number of training data was 549 and when
data set 2 was used, the number of training data was 249.
The experiment was carried out for all images. The param-
eters α, λ are optimized in the experiments in this paper.

The features used in image recognition were L*a*b*
components for color, complex Fourier coefficients of con-
tours for shape, and the area of an object as described in
Sect. 3.2.1. The accuracy of object recognition of each fea-
ture is shown in Table 2. In Table 2, the accuracies of ob-
ject recognition by image confidence measure, speech con-
fidence measure, and integrated confidence measure using
logistic regression are shown. Among the accuracies of
image confidence measure of each feature, L*a*b* compo-
nents were the most efficient in both data sets. The accuracy
of the integrated confidence measure is the most efficient in
Table 2.

5. Conclusion

Acquiring new knowledge through interactive learning
mechanisms is a key ability for robots in a real environment.
To acquire new knowledge, discrimination and learning of
unknown objects and their names are needed. The proposed
method makes it possible for a robot to detect unknown ob-
jects and their names online using multimodal information.
Though the method is based on well-known logistic regres-
sion techniques, how to apply them to detecting unknown
objects and identifying known objects was not trivial. Ex-
perimental results show that regularized kernel logistic re-
gression was the most efficient. We will pursue a method
for learning unknown objects in a real environment.

Our method employs a simple way of integrating dif-
ferent modalities to investigate if the input matches one of
the models that the system has. Thanks to this simplicity,
this method is expected to be applied to other task domains
such as person identification from his/her face image and
voice.
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