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LETTER

Speech Emotion Recognition Based on Sparse Transfer Learning
Method

Peng SONG†a), Wenming ZHENG††, Nonmembers, and Ruiyu LIANG†††, Member

SUMMARY In traditional speech emotion recognition systems, when
the training and testing utterances are obtained from different corpora, the
recognition rates will decrease dramatically. To tackle this problem, in this
letter, inspired from the recent developments of sparse coding and transfer
learning, a novel sparse transfer learning method is presented for speech
emotion recognition. Firstly, a sparse coding algorithm is employed to learn
a robust sparse representation of emotional features. Then, a novel sparse
transfer learning approach is presented, where the distance between the
feature distributions of source and target datasets is considered and used to
regularize the objective function of sparse coding. The experimental results
demonstrate that, compared with the automatic recognition approach, the
proposed method achieves promising improvements on recognition rates
and significantly outperforms the classic dimension reduction based trans-
fer learning approach.
key words: speech emotion recognition, sparse coding, transfer learning

1. Introduction

As an important branch of affective computing, the recog-
nition of human’s emotions from speech has been a hot re-
search topic in speech signal processing field [1]. Speech
emotion recognition refers to automatically recognizing
emotions from speech [2]. It can be applied in various ar-
eas, e.g., diagnosing patient’s negative emotions for better
treatment in the healthcare field, monitoring driver’s mental
states to avoid accidents in intelligent vehicle systems, man-
aging customer’s disputes in emotionally intelligent systems
of call centers.

Over the past few decades, various methods have been
presented for speech emotion classification [2], e.g., hidden
Markov model (HMM), Gaussian mixture model (GMM),
artificial neural network (ANN) and support vector ma-
chine (SVM). Recently, deep learning techniques, popu-
lar in speech recognition and image classification, have
also been applied to speech emotion recognition [3]. All
these methods can obtain satisfactory results to some ex-
tent, however, they are conducted on single corpus. In real-
ity, the training data and testing data are often from different
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datasets, and the recognition rates will drop significantly.
To tackle the cross-corpus speech emotion recognition

problem, several studies have been done in recent years.
Schuller et al. investigate different kinds of normalization
methods on six standard datasets for cross-corpus evaluation
experiments [4]. In [5], we present a transfer learning algo-
rithm to perform cross-corpus speech emotion recognition,
which learns a common latent feature space for source and
target datasets. Although the transfer learning based speech
emotion recognition method can enhance the cross-corpus
speech emotion recognition rates to some extent, there still
exists too much room for improvement, e.g., current do-
main adaptation or transfer learning based speech emotion
recognition methods perform adaptation and feature selec-
tion independently, which will degrade the performance of
the speech emotion recognition system. To address these
problems, in this letter, a novel speech emotion recogni-
tion method using sparse transfer learning is presented. The
sparse coding algorithm is first employed to learn the com-
mon feature representations for source and target corpora.
Then, to ensure the robustness of the learned sparse fea-
tures, the distance between the feature distributions of the
two datasets is considered and used as a regularization for
the objective function of sparse coding.

The remainder of this letter is structured as follows. In
Sect. 2, the details of our proposed sparse transfer learning
method, including the motivations and implementations, are
introduced. The results are given and discussed in Sect. 3.
Finally, the conclusions are drawn in Sect. 4.

2. Sparse Transfer Learning Based Speech Emotion
Recognition

2.1 Sparse Feature Representation

Sparse coding has received a growing interest in recent
years. It has been studied in many applications, e.g., face
recognition, image classification, image restoration and sig-
nal classification [6]–[9]. Inspired by the successful appli-
cations in these fields, in this letter, the sparse coding algo-
rithm is also introduced for speech emotion recognition.

Given the feature sequence of the emotional speech
X = [x1, x2, . . . , xn] ∈ Rm×n, the dictionary matrix D =

[d1, d2, . . . , dk] ∈ Rm×k, and the sparse coefficient matrix
S = [s1, s2, . . . , sn] ∈ Rk×n, each feature vector xi can be
represented as a linear combination of the sparse coefficient
vectors via the dictionary matrix, and the objective function
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can be written as

min
n∑

i=1

‖ xi − Dsi ‖p (1)

where ‖ · ‖p is a lp norm, and p can be 1, 2 or∞. In this let-
ter, we will concentrate on the case of p = 2, so the objective
function of sparse coding is given as

min
n∑

i=1

‖ xi − Dsi ‖2F +λ f (si)

s.t. ‖ di ‖2≤ c,∀i = 1, 2, . . . , k

(2)

where ‖ · ‖F is a Frobenius norm, f (·) is the regularization
term, which refers to the sparsity of the emotional features,
λ ≥ 0 is a regularization parameter, which is a trade-off
between the empirical loss and feature sparseness, and c is
a constant. In general, the l0 norm will be directly chosen
as the regularization function, but it has been proven to be
a NP hard problem [10]. For compromise, an l1 norm is
adopted to replace l0 to make a convex relaxation [11]. So
the objective function becomes as follows

min
n∑

i=1

‖ xi − Dsi ‖2F +λ
n∑

i=1

‖ si ‖1

s.t. ‖ di ‖2≤ c,∀i = 1, 2, . . . , k

(3)

The above equation is a non-convex problem to solve D and
S together, and can be computed by the iterative alterna-
tive optimization method [9]. Firstly, fixing the dictionary
D, the sparse coefficients matrix S will be computed, and
the Eq. (3) becomes a classic least absolute shrinkage and
selection operator (LASSO) problem. Then, fixing S , this
problem becomes a quadratic programming (QP) problem
to compute D. These two problems can be easily solved by
many optimization methods. Repeat these two steps, until
the convergence threshold is reached.

2.2 The Sparse Transfer Learning Method

The sparse coding algorithm can perform feature selection
and obtain the sparse representations of the emotional fea-
tures, but it does not take into account the different feature
distributions of different emotional corpora, which will lead
to the limited scope for the improvements of recognition
rates. As is well known, transfer learning is a technique
that aims at addressing the problems when the training and
testing datasets follow different distributions or even have
different features. It has been proven that transfer learn-
ing is beneficial in many applications, e.g., web-document
classification, indoor WiFi location and sentiment classifi-
cation [12]. Inspired by the ideas of good feature selection
of sparse coding and model adaptation of transfer learning,
a novel sparse transfer learning method, which can optimize
them together, is presented n this letter.

Given the emotional features of labeled source and un-
labeled target datasets, denoted as Xsrc = [x1, x2, . . . , xnl ]

and Xtar = [xnl+1, xnl+2, . . . , xnl+nu ], where nl and nu are the
numbers of source and target features, respectively. The ob-
jective of transfer learning is to minimize the distance be-
tween the distributions of labeled and unlabeled features.
It is noted that after sparse coding, the emotional features
are represented by their sparse feature representations, so
the aim becomes to minimize the distance between distribu-
tions of the corresponding sparse features. Following [13],
the maximum mean discrepancy (MMD) is chosen as the
criterion for measuring the distance, and the empirical esti-
mation of MMD is written as

Dist(S src, S tar) =‖ 1
nl

nl∑

i=1

si − 1
nu

nl+nu∑

j=nl+1

s j ‖2

=

nl+nu∑

i, j=1

sT
i s jmi j

= tr(S MS T )

(4)

where S = [S src, S tar] ∈ Rk×(nl+nu) is the sparse represen-
tation of emotional features, S src = [s1, s2, . . . , snl ] ∈ Rk×nl

and S tar = [snl+1, snl+2, . . . , snl+nu ] ∈ Rk×nu are the sparse
representations for source and target emotional features, re-
spectively, tr(·) refers to the trace of the matrix, and M =

[mi j]
nl+nu

i, j=1 ∈ R(nl+nu)×(nl+nu) is the MMD matrix, which is
given as

mi j =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1
n2

l
si, s j ∈ S src,

1
n2

u
si, s j ∈ S tar,

− 1
nlnu

otherwise.

(5)

By incorporating the distance measurement (4) into the
original sparse coding, the objective function (3) will be-
come as

arg min
D,S

n∑

i=1

‖ xi − Dsi ‖2F +λ
n∑

i=1

‖ si ‖1 +αtr(S MS T )

s.t. ‖ di ‖2≤ c,∀i = 1, 2, . . . , k

(6)

where n = nl + nu, α ≥ 0 is a regularization parameter,
when α = 0, this problem becomes the original sparse cod-
ing problem.

As mentioned in 2.1, Eq. (6) is not a convex problem
when estimating the unknown parameters together. So fol-
lowing [9], the iterative alternative optimization method is
also employed to solve this problem. The procedure is sum-
marized as follows:

1) Fix dictionary D and optimize S , the Eq. (6) becomes as

arg min
S

n∑

i=1

‖ xi −Dsi ‖2F +λ
n∑

i=1

‖ si ‖1 +αtr(S MS T )

(7)

The above problem can be solved by the coordinate de-
scent optimization algorithm. The strategy is that, in
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each step, update each vector si while other {s j} j�i are
fixed, then the objective function of optimizing si is
given as

arg min
si

‖ xi − Dsi ‖2F +λ
k∑

j=1

|s j
i | + αtr(mi js

T
i s j) (8)

where s j
i is the j−th component of si. The feature-sign

search algorithm [14] is adopted to solve the above prob-
lem.

2) Fix S and update D, the objective function is rewritten
as

arg min
D
‖ X − DS ‖2F (9)

It can be solved by the traditional QP algorithm, then the
new D will be incorporated into Eq. (8), repeat these two
steps until the objective function is converged.

3. Experiments

3.1 Experimental Setup

The proper selection of databases is critically important
to the performance evaluations of speech emotion recog-
nition. In this letter, two popular emotional speech cor-
pora are utilized, i.e., Berlin database [15] and eNTERFACE
database [16]. To evaluate the performance of the proposed
method for speech emotion recognition, two types of tests
are considered, i.e., case1 and case2. In case1, the eNTER-
FACE database is used as the labeled training corpus, while
the Berlin database is chosen as the unlabeled testing corpus.
In case2, the Berlin database is used as the labeled training
corpus, while the eNTERFACE database is chosen as the
unlabeled testing corpus, respectively. For case1 and case2,
the common five kinds of emotions are used for evaluation,
i.e., anger, disgust, fear, happiness and sadness.

The emotional features are extracted by employing the
openSMILE toolkit [17], and the emotional feature set of
Interspeech 2010 paralinguistic challenge [18] is chosen. It
consists of 1582 dimensional features, the 38 low-level de-
scriptors (LLDs) and their first order regression coefficients
are extracted, 21 functionals are applied to the above 76
LLDs, while 16 zero-information features are discarded.
Additionally, the F0 numbers of onsets and turn durations
are added into the feature set.

SVM is one of the most popular classifiers, and a mul-
tiple kernel learning (MKL) based SVM [19] is employed
in our experiments. Five kinds of methods are compared,
including the automatic recognition method (Automatic),
in which the classifier trained in source corpus is directly
adopted to predict the emotion labels of the target corpus,
the sparse coding method (SC), the transfer learning via
dimension reduction method (TDR) [5], [13], the proposed
sparse transfer learning method (Ours), and the baseline

Table 1 Average recognition rates using different methods in case1
(anger:A, disgust:D, fear:F, happiness:H, sadness:S).

Methods
Recognition rates (%)

A D F H S Average
Baseline 75.96 85.14 71.98 58.17 84.36 82.13

Automatic 34.05 55.87 18.05 23.64 49.15 36.74
SC 37.25 74.28 19.91 27.26 70.84 41.13

TDR 38.36 75.42 20.84 28.16 77.05 53.95
Ours 39.12 76.93 21.85 27.89 76.91 55.47

Table 2 Average recognition rates using different methods in case2
(anger:A, disgust:D, fear:F, happiness:H, sadness:S).

Methods
Recognition rates (%)

A D F H S Average
Baseline 78.75 58.06 57.15 62.23 63.98 63.15
Automatic 39.83 19.61 18.32 29.58 29.21 23.64
SC 46.76 22.32 31.13 45.05 42.94 31.25
TDR 54.21 26.43 40.89 48.52 49.85 45.27
Ours 55.15 26.84 39.15 50.13 50.42 46.68

method, in which the training and testing procedures are car-
ried out on single corpus (Baseline).

3.2 Experimental Results and Discussions

In our experiments, the unlabeled target dataset is divided
into five equal parts, among which, 4/5 are used for train-
ing, and the other 1/5 are for testing. A 10-fold cross vali-
dation is adopted to choose the parameters λ and α, which
are optimized as 0.1 and 105, respectively. The experiments
are conducted 20 times to cover all the cases.

Tables 1 and 2 summarize the recognition rates using
different methods in case1 and case2, respectively. Firstly,
it can be found that in both cases, compared to the Auto-
matic method, the proposed SC method can obtain higher
recognition rates, this might be attributed to a good fea-
ture selection via sparse coding algorithm. Secondly, it can
be easily observed that the TDR method can obtain better
recognition rates than SC and Automatic approaches, with
over 21% and 14% improvements, respectively, which indi-
cates that the transfer learning techniques are very efficient
for cross-corpus speech emotion recognition. Thirdly, our
proposed sparse transfer learning method can obtain higher
recognition rates than the other methods except the Baseline
method.

To evaluate the performance of our proposed method,
the confusion values between the emotions are also summa-
rized. In Figs. 1 and 2, the confusion matrices of our pro-
posed method are given for case1 and case2, respectively.
It can be observed that, in case1, the disgust and sadness
achieve the highest recognition rates, while in case2, the
anger, sadness and happiness obtain better performance with
over 50% accuracies. In Fig. 1, the highest confusion value
is 0.48, in which, the happiness is more easily mistaken for
disgust. Meanwhile, the highest confusion value is 0.21 in
Fig. 2, in which, the disgust is more likely to be recognized
as happiness. This might be attributed to that the arousal lev-
els are similar when the speakers are in these two emotional
states [20].
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Fig. 1 Confusion matrix of emotions in case1 (anger:A, disgust:D,
fear:F, happiness:H, sadness:S).

Fig. 2 Confusion matrix of emotions in case2 (anger:A, disgust:D,
fear:F, happiness:H, sadness:S).

4. Conclusions

In this letter, a novel sparse feature transfer learning ap-
proach is presented for speech emotion recognition. The
sparse coding algorithm is first presented to achieve a
common dictionary and robust feature representations for
both labeled source and unlabeled target emotional features.
Meanwhile, to cope with the different feature distributions
between different corpora, the sparse coding and transfer
learning approaches are combined, and the MMD algorithm,
which describes the distance between two distributions, is
added into the objective function of sparse coding as a reg-
ularization term. Experiments are conducted on the public
emotional datasets, and the results confirm the efficacy of
our proposed method.
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