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Micro-Expression Recognition by Regression Model and Group
Sparse Spatio-Temporal Feature Learning∗

Ping LU†, Wenming ZHENG††a), Ziyan WANG††, Qiang LI††, Yuan ZONG††, Nonmembers,
Minghai XIN††, Member, and Lenan WU†††, Nonmember

SUMMARY In this letter, a micro-expression recognition method is in-
vestigated by integrating both spatio-temporal facial features and a regres-
sion model. To this end, we first perform a multi-scale facial region division
for each facial image and then extract a set of local binary patterns on three
orthogonal planes (LBP-TOP) features corresponding to divided facial re-
gions of the micro-expression videos. Furthermore, we use GSLSR model
to build the linear regression relationship between the LBP-TOP facial fea-
ture vectors and the micro expressions label vectors. Finally, the learned
GSLSR model is applied to the prediction of the micro-expression cate-
gories for each test micro-expression video. Experiments are conducted
on both CASME II and SMIC micro-expression databases to evaluate the
performance of the proposed method, and the results demonstrate that the
proposed method is better than the baseline micro-expression recognition
method.
key words: micro-expression recognition, local binary patterns on three
orthogonal planes (LBP-TOP), group sparse least squares regression
(GSLSR)

1. Introduction

Micro expressions are short duration facial expressions that
cannot be repressed when a person tries to conceal a gen-
uine emotion [1]. Ekman [2] discovered micro expressions
by watching a surveillance video in 1969, in which he saw
a patient suffering from depression and trying to conceal
his attempt to commit suicide showed an extremely pained
expression in two frames out of a long image sequence.
Because of the broad practical applications in many areas
such as clinic diagnosis or criminal investigation, micro-
expression research has attracted increasing attention in the
scientific community in recent years. For instance, in clini-
cal diagnosis, micro-expression recognition could be used to
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Fig. 1 Example of micro expression occurrence, where the image se-
quence is chosen from CASME II database. The apex frame presents at
about 80ms from the onset, in which the three rectangles above the images
show the small change of AU4.

help doctors to understand the true feelings of patients. An-
other example is the application of micro-expression recog-
nition in criminal investigation, in which micro-expression
recognition could provide a useful way to detect lying of
person since the micro expressions may be unconscious and
cannot be independently controlled by human beings.

Basically, micro expression is featured by its short du-
ration, whose upper limit of duration is usually about 1

2 s [3].
Figure 1 shows an example of image sequence with disgust
micro expression occurrence in the middle of the image se-
quence [4], in which the apex frame presents at about 80ms
from the onset, the three rectangles above the images show
the small change of AU4 (inner brow) [5]. From this figure,
we can see that micro expression is just a kind of fleeting
facial expressions with low intensity. Accordingly, it takes
considerable time and efforts to develop the ability to rec-
ognize the micro-expression by the naked eyes. Because of
this, it is very challenging but meaningful to develop an au-
tomatic micro-expression recognition system.

Although the study of automatic facial expression
recognition began as early as 1970’s, only a few work
available in the literatures addressing the study of micro-
expression recognition in recent years [6]–[10]. In [6], Wu
et al. developed an automatic micro-expression recogni-
tion system, in which both Gabor features and Gentleboost
method are utilized, respectively, for feature extraction and
selection. Then, a support vector machine (SVM) classi-
fier is used for micro-expression recognition. In [7], Ruiz-
Hernandez and Pietikainen encoded the local binary pat-
terns (LBP) to generate more robust histograms as feature
for micro-expression recognition. More recently, Wang et
al. [8] proposed a method of dealing with micro-expression
recognition under the varying lighting conditions by using
discriminant tensor subspace analysis (DTSA) and extreme
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learning machine (ELM).
The aforementioned investigations have significantly

advanced automatic micro-expression recognition research.
However, there are still limitations existing in these meth-
ods. One of the major problems is that most of the micro
expressions used in the research are not real spontaneous
expressions. Moreover, from the recognition point of view,
most of micros-expression recognition approaches focus on
the global facial features and ignore the local features. Tak-
ing the example shown in Fig. 1, the micro expression in-
volves the extremely minor changes in AU4 (inner brow)
and AU9 (bridge of the nose), which indicate that the re-
gion of muscle movement in micro expression is smaller
than that in basic expressions. Because of this, it would be
helpful when dealing with micro-expression recognition to
take into consider the important region selection problem,
where the important regions are associated with the major
muscle motion when micro expression occurs.

In our preliminary work [11], we have proposed a
method based on group sparse learning approach to si-
multaneously cope with both facial region selection and
multi-view expression recognition. Motivated by the work
of [11], in this letter we also investigate the group spare
learning approach to the major facial region selection in
micro-expression recognition. More specifically, we adopt
the local binary patterns on three orthogonal planes (LBP-
TOP) [12] to extract the facial features from the different
facial sub regions of each image sequence and then use
group sparse least square regression (GSLSR) model to deal
with the micro-expression recognition task. Finally, we
conduct extensive experiments on two spontaneous micro-
expression databases.

2. Micro-Expression Recognition Based on GSLSR

In this section, we will address our micro-expression recog-
nition approach in details. Following the facial expression
recognition framework of [11], the micro-expression recog-
nition procedures can be divided into the following ma-
jor parts: (1) preprocessing and feature extraction part; (2)
GSLSR model training part; (3) Micro-expression recogni-
tion part.

2.1 Micro-Expression Feature Extraction

Micro expression is a kind of expression with very short du-
ration. Consequently, we adopt the spatio-temporal facial
feature to describe the micro expressions. Specifically, to
extract the micro-expression facial features, we firstly nor-
malize the facial images of each image sequence to a uni-
form size. Then, we use four different scale sizes to divide
each facial image sequence, such that each facial image in
the sequence is divided into 1, 4, 16 and 64 facial sub re-
gions, respectively. For instance, in the i-th image partition,
each facial image is equally divided into i columns and i
rows. As a result, we obtain i2 facial regions in total. Fig-
ure 2 (a) illustrates an example of the image division, where

Fig. 2 Regional segmentation examples. (a) The equal division of 4 × 4
areas; (b) overlapping example 4 × 4 (black parts).

i is fixed at 4 and hence the total number of image regions is
42 = 16. In this case, we finally obtain 1+ 22 + 42 + 82 = 85
facial regions in total. Moreover, in order to improve the
recognition performance, instead of focusing on each sub
region to extract the facial expression features, we extract
the facial expression feature in the region with a bit overlap-
ping with its neighbors as shown in Fig. 2 (b).

To extract the spatio-temporal micro-expression fea-
tures, we apply LBP-TOP operator [12] to each candi-
date facial region in the micro-expression video, where
we denote the LBP-TOP features with the form of LBP −
TOPu2

8,8,8,RX ,RY ,RT
. For each region in an image sequence, we

obtain a 59 × 3 dimensional LBP-TOP feature vector. Fi-
nally, for all of the 85 facial regions, we concatenate the
feature vectors into a higher feature vector with dimension-
ality of 59 × 3 × 85 = 15045.

2.2 Micro-Expression Recognition Based on GSLSR

In the above section, we have addressed the method of
region-based micro-expression feature extraction. However,
it is notable that the facial features extracted from differ-
ent facial regions would contribute differently to the micro-
expression recognition. For instance, as what we have
shown in Fig. 1, the micro expressions usually occur ac-
companied with some typical AUs changes. Consequently,
it would be helpful to assign a weight for each facial re-
gion such that the different contributions of the regions to
micro-expression recognition are proportional to the value
of weight parameters. If the facial features of a face region
contribution less to the micro-expression recognition, then
the corresponding weight parameter would be set to be zero.
As a result, the corresponding facial features would have no
any effect on the recognition of micro expressions.

Now let X = [x1, · · · , xM] denotes the class label ma-
trix corresponding to M facial image sequences, where the
i-th column of X, denoted by xp = [x1

p, · · · , xc
p]T , repre-

sents the class label vector of the p-th facial image se-
quences, and c is the number of micro expression classes.
The value of x j

p is set to be 1 if the corresponding facial
image sequences belonging to the j-th micro-expression
category. Otherwise, it would be set to be 0. Let Y =

[(s1
1Y1

1)T , (s1
2Y1

2)T , · · · , (s4
2Y4

2)T , (s1
4Y1

4)T , · · · , (s64
8 Y64

8 )T ]T

denotes the concatenation of the LBP-TOP facial feature
matrices associated with the 85 facial region weight param-
eters as addressed in above section, where s j

i denotes the
weight parameter. Then the relationship between X and Y
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can be described using the following least squares regres-
sion (LSR) problem:

min
U
‖X−UT Y‖2F = min

s j
i ∈0,1,U j

i

‖X−
∑

i∈{1,2,4,8}

i2∑

j=1

s j
i U

j
i

T
Y j

i ‖2F
(1)

where U is the regression coefficient matrix of LSR, and ‖�‖F
denotes the Frobenius norm operator.

In order for the facial region selection, we add a regu-
larization with respect to the weight parameters s j

i onto the
regression formula of the LSR model [11], then the LSR
model of Eq. (1) can be reformulated into the following
one:

min
s j

i ∈0,1,U j
i

‖X−
∑

i∈{1,2,4,8}

i2∑

j=1

s j
i U

j
i

T
Y j

i ‖2F+λ
∑

i∈1,2,4,8

i2∑

j=1

‖s j
i U

j
i ‖F

(2)

where the coefficient λ > 0 is served as a trade-off regu-
larization parameter. The minimization problem of Eq. (2)
can be solved using alternated direction method (ADM) ap-
proach as well as inexact augment Largangrian multiplier
(inexact ALM) method, the details of the solving process
can be referred to [11].

Denote the multiplication of s j
i and U j

i by Ũ j
i such that

Ũ j
i = s j

i U
j
i . After obtaining the optimal solution of Ũ j

i , we
can use the regression model to predict the micro-expression
label of a image sequence. Specifically, suppose that yt is
given LBP-TOP feature vector extracted from a testing im-
age sequence and suppose that xt is the corresponding ex-
pression class label vector. Then, the value of xt can be
predicted by solving the following minimization problem:

min
xt

‖xt −
∑

i∈{1,2,4,8}

i2∑

j=1

Ũ jT

i yt‖ (3)

Then, the micro-expression category of the given testing im-
age sequence is assigned as:

expression label = argmax
k

xt(k) (4)

where xt(k) denotes the k-th element of xt.

3. Experiments

In this section, we will conduct extensive experiments on
two spontaneous micro-expression databases to evaluate the
effectiveness of the proposed micro-expression recognition
approach. The first database is CASME II built by Yan et al.
from Institute of Psychology of Chinese Academy of Sci-
ences [4], and the second one is the SMIC micro-expression
database built by Li et al. from Oulu University [13].

3.1 CASME II Database

The CASME II database consists of 255 micro-expressions

Table 1 Summary of data information of CASME II database.

Micro-expressions Numbers

Disgust 63
Happiness 32
Repression 27

Surprise 25
Others 99

Table 2 Comparison of micro-expression recognition accuracy on
CASME II database.

Method Accuracy

LBP-TOP+SVM [4] 63.41%
LBP-SIP+RBF kernel [14] 66.40%

OSW-LBP-TOP+RBF kernelSVM [15] 66.40%
LSTD+RPCA+SVM [16] 65.45%

LBP-TOP+GSLSR 67.89%
LBP-TOP+RPCA+GSLSR 62.60%

samples of 26 subjects, where the frames of onset and off-
set of each sequence were coded. Given that the micro-
expressions are usually local and in low intensity, the micro-
expressions are defined based on the AUs, the contents of
the video episodes and participants’ self-report. Tempo-
ral resolution and the face resolution of the recordings in
CASME II database is 200 fps and 280×340 pixels, respec-
tively. Table 1 summarizes the data information of CASME
II database.

In our experiments, the cropped images of CASME II
were converted to 256 × 256 pixels with gray scale. The
radii used in LBP-TOP are empirically set using the follow-
ing approach: the radius of X axis and Y axis are fixed at
1, respectively, and the one of T axis is fixed at 4. For all
the three planes used in LBP-TOP, the neighboring points
are fized at 8. To evaluate the recognition performance of
the proposed micro-expression recognition method, we use
leave-one-out cross-validation strategy to design the experi-
ments. In addition, for comparison purpose, we choose four
recently published works as the baseline methods [4], [14]–
[16].

The results of all the methods are reported in Ta-
ble 2. From Table 2, we can see that the proposed LBP-
TOP+GSLSR method achieves the best recognition accu-
racy among all the methods, where we got the best per-
formance 67.89%, which has 4.48% improvement over the
LBP-TOP+SVM method. Besides, based on the work
of Wang et al. [16], we also integrate robust princi-
pal component analysis (RPCA) with our methods (LBP-
TOP+RPCA+GSLSR). It is notable that the recognition rate
is only 62.60%, which is much less than that of the orignal
proposed method. We think that maybe GSLSR discards the
important information which is extracted by RPCA, namely
the learned weight corresponding to image region contain-
ing the subtle motion information of expression is 0.

3.2 SMIC Database

The SMIC database consists of 164 micro-expression video
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Table 3 Summary of data information of SMIC database.

Source Subjects
Micro-expression sequence

positive negative surprise Total

HS 16/20 51 70 43 164
VIS 8/10 28 23 20 71
NIR 8/10 28 23 20 71

Table 4 Comparison of micro-expression recognition accuracy on SMIC
database.

Method Accuracy

LBP-SIP+RBF kernel [14] 64.02%
OSW-LBP-TOP+RBF kernel [15] 57.71%
LBP-TOP+Nearest Neighbor [17] 65.83%

DLSTD+RPCA+SVM [16] 68.29%
LBP-TOP+GSLSR 70.12%

LBP-TOP+RPCA+GSLSR 67.07%

clips with 16 participants. The videos were recorded by a
high speed camera (HS) of 100 fps and later, a normal visual
camera (VIS) and a near-infrared camera (NIR), both with
25 fps, were used for the 71 micro-expression sequences re-
spectively. There are three classes of micro expressions in
this database, i.e., positive (happy), negative (sad, fear, dis-
gust) and surprise. Table 3 summarizes the data information
of this database.

In our experiments, we only used the data recorded by
the high speed camera (HS) of 100 fps. The original color
image sequences were converted into gray sequences with
size of 128×128. As we did in the above experiment, we ex-
tracted LBP-TOP features and the leave-one-out cross val-
idation was applied. For comparison purpose, four works
are used as the baseline methods, i.e., in addition to the re-
search work in [14], [15] and [16], we also choose the re-
cent work of Guo et al. in [17]. Besides, our method plus
RPCA scheme proposed in [16] is included in the compar-
ison as well. Table 4 summarizes the experimental results,
from which we can see that our LBP-TOP+GSLSR method
obtains the best recognition accuracy among the four meth-
ods, where the best accuracy is reaching as high as 70.12%.
Finally, we notice that although LBP-TOP+RPCA+GSLSR
outperforms some methods, its performance is still not sat-
isfactory compared with LBP-TOP+GSLSR.

4. Conclusions

In this paper, we have presented a micro-expression recogni-
tion method based on LBP-TOP feature and GSLSR model.
The LBP-TOP feature is able to make use of the spatio-
temporal information that characterizes the facial changes
of micro expressions. On the other hand, by using the
GSLSR method, we are able to optimize the extracted
LBP-TOP features such that features only slightly con-
tributing to expression recognition are removed from the
final micro-expression model. The experiments on both
CASME II and SMIC micro-expression databases demon-
strated the superior recognition performance of the proposed
LBP-TOP+GSLSR method. The results showed that the

methods in this paper could effectively recognize the micro-
expression in the image sequences and they outperformed
most recent micro-expression algorithms.
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