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Speech Enhancement Algorithm Using Recursive Wavelet
Shrinkage

Gihyoun LEE†, Sung Dae NA†, KiWoong SEONG††, Jin-Ho CHO†††, Nonmembers,
and Myoung Nam KIM††††a), Member

SUMMARY Because wavelet transforms have the characteristic of de-
composing signals that are similar to the human acoustic system, speech
enhancement algorithms that are based on wavelet shrinkage are widely
used. In this paper, we propose a new speech enhancement algorithm of
hearing aids based on wavelet shrinkage. The algorithm has multi-band
threshold value and a new wavelet shrinkage function for recursive noise
reduction. We performed experiments using various types of authorized
speech and noise signals, and our results show that the proposed algorithm
achieves significantly better performances compared with other recently
proposed speech enhancement algorithms using wavelet shrinkage.
key words: speech enhancement, wavelet shrinkage, recursive algorithm,
hearing aids

1. Introduction

Speech enhancement is required in many speech signal pro-
cessing applications. Generally, the algorithms can be clas-
sified into two major categories, single-channel source and
multi-channel source. Multi-channel algorithms have good
performance but still many devices use only a single mi-
crophone. Moreover, the speech enhancement algorithm
of most hearing aids must have simple structure. There-
fore, there is a need for more studies on speech enhance-
ment algorithms of hearing aids. This is a particularly chal-
lenging issue because of the widespread use of sources that
are a combination of noise and speech. The algorithms
based on wavelet transforms have been proposed for speech
enhancement and de-noising of signals. Donoho [1] pro-
posed wavelet shrinkage as a powerful tool in de-noising
signals. Because wavelet transforms have the characteris-
tic of low entropy, multi-resolution, correlation, and flex-
ible selection of basis functions, wavelet shrinkage based
on wavelet transforms have achieved successful application
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Fig. 1 Block diagram of the proposed algorithm.

in the field of de-noising and speech enhancement. More
recently, various improved algorithms that used wavelet
shrinkage threshold have been proposed by Zhu [2], Xue [3],
and Zhang [4]. However, all of these algorithms have prob-
lems hindering the application of the algorithm to speech
signals. The problems involve the inability to maintain sig-
nal continuity and the signal loss of speech information.

To overcome these problems in this paper, the proposed
algorithm has a new threshold function that needs a thresh-
old matrix for each band and a new thresholding function
using recursive noise estimation. The proposed threshold
function based on noise variance maintains the signal con-
tinuity and has good speech enhancement performance. In
order to express the overall concept of the proposed algo-
rithm, a block diagram of the proposed algorithm is shown
in Fig. 1.

The noisy speech signal is decomposed by Modified
Wavelet Packet Decomposition (MWPD). Then, speech en-
hancement and noise reduction processes are performed us-
ing the proposed band recursive wavelet shrinkage (BRWS).
After signal synthesis process, a enhanced speech signal is
obtained. On the other hand, the proposed algorithm should
be possible to real-time processing for use in hearing aids.
The wavelet transform of MWPD had a lot of studies about
real-time processing [5], [6]. BRWS only use logarithm op-
erator to calculate threshold values, and the other calculating
processes are consisted by addition and multiplication oper-
ator. Consequently, BRWS was performed with 5ms per a
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frame (25ms) in Windows 7, Intel Core i5 750, and Matlab
R2012b environment. And the process of speech signal syn-
thesis has only addition operator. It is shown that real-time
processing of the proposed algorithm is possible. Further-
more, the proposed algorithm can be used in hearing aids
and embedded systems through system optimization.

2. Theory and Method

2.1 Modified Wavelet Packet Decomposition (MWPD)

While speech enhancement algorithms that use the wavelet
transform have the ability to decompose signals that are sim-
ilar to the human acoustic system, they also enable concise-
ness and practicality [6]. The structure of the critical bands
in MWPD, which was modified from wavelet packet decom-
position, is optimized to classify speech bands and distribut-
ing noise bands. For a given level j, the wavelet packet (WP)
transform decomposes the speech signal x(n) into 2 j sub-
bands corresponding to wavelet coefficient sets w j,m(k).

w j,m(k) = WP[x(n), j] (1)

The speech signal is decomposed to 20 sub-bands of the
wavelet coefficient w j,m(k) using MWPD. w j,m(k) is the jth
level, kth wavelet coefficient of the mth sub-band in MWPD,
where j = 3, 4, 5,m = 1, . . . , 20, and k = 1, . . . ,N/2. w j,m(k)
can be modified in the time and critical band. The modified
w j,m(k) can be also expressed in matrix form by Eq. (2).

Ψm(t) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ϕ1(1) ϕ1(2) . . . ϕ1(t)
ϕ2(1) ϕ2(2) . . . ϕ2(t)
...

...
. . .

...
ϕ20(1) ϕ20(2) . . . ϕ20(t)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (2)

where Ψm(t) is the signal composed of the mth sub-
band at specific time t. We used signal entropy to extract the
envelope of the signal.

Recent speech enhancement algorithms use wavelet
shrinkage threshold. Wavelet shrinkage is the simplest, and
a variety of threshold functions that apply wavelet coeffi-
cients can be employed for speech enhancement [7], [8]. Re-
cently, several wavelet shrinkage algorithms have been pro-
posed using a hard threshold, soft threshold, and semi-soft
threshold. With the hard threshold function, it is easy to
generate the Pseudo-Gibbs phenomenon when reconstruct-
ing the signal [2]. The soft threshold function has better
continuity, but it makes the variance of the de-noised signal
become too great. To compensate for these disadvantages,
Zhu’s algorithm [2], Xue’s algorithm [3], and Zhang’s algo-
rithm [4] are proposed. These algorithms are as follows:

Zhu’s algorithm [2]:

λ = σ
√

2logN (3)

Π f 1 = |Ψm(t)| − aλ
a + exp(|Ψm(t)| − λ (4)

Ψ̂
f 1
m (t) =

{
sign(|Ψm(t)|) Π f 1 if |Ψm(t)| ≥ λ
0 otherwise

(5)

Xue’s algorithm [3]:

Π f 2 = |Ψm(t)| − βλ

β + |Ψm(t)| − λ (6)

Ψ̂
f 2
m (t) =

{
sign(|Ψm(t)|) Π f 2 if |Ψm(t)| ≥ λ
0 otherwise

(7)

Zhang’s algorithm [4]:

Π f 3 = |Ψm(t)| − λ

exp |Ψm(t)|−λ
A

(8)

Ψ̂
f 3
m (t) =

{
sign(|Ψm(t)|) Π f 3 if |Ψm(t)| ≥ λ
0 otherwise

(9)

where a is positive (a = 0.125), β is a positive regu-
latory factor (β = 6), σ is standard deviation of the win-
dow, N is number of samples in the window and A is an
arbitrary positive constant. a and β were set for a best per-
formance value from results of Zhu’s paper [2]. Zhu’s al-
gorithm solves the problem of constant deviation between
the estimated wavelet coefficients and noise signal. How-
ever, it has poor continuity [2]. Although Xue and Zhang’s
algorithms have good continuity, they exhibit poor perfor-
mance with complex signals such as contaminated speech
signals, and they remove too much information from the
speech parts. Therefore, we propose a multi-band threshold
function in order to maintain signal continuity. In Sect. 3,
the performance of the proposed algorithm will be presented
compared to other recent wavelet shrinkage methods.

2.2 Proposed Band Recursive Wavelet Shrinkage (BRWS)

In this section, a new wavelet shrinkage function is pre-
sented for speech enhancement. In order to use features of
noise and speech wavelet band, BRWS applied wavelet band
recursive shrinkage function and threshold matrix (Λm) for
each wavelet band that is based on the wavelet coefficients
from each critical band. The threshold matrix (Λm) is as
follows:

Υm =

√∑t+N
i=t (Ψm(i) − Mm)

N

2

= [ε1, ε2, . . . , ε20] (10)

Λm =
√

2logNΥm = [λprop
1 , λ

prop
2 , . . . , λ

prop
20 ] (11)

Υm is standard deviation of mth wavelet band and Mm

is mth mean value of wavelet coefficients. A new threshold
metrix (Λm) of each critical band is calculated using Υm.
The process of speech enhancement is as follows:

Π
prop
m = |Ψm(t)| −

D∑
i=1

ai(Ψm(t − 1)) (12)

Ψ̂
prop
m (t) =

{
sign(|Ψm(t)|) Πprop

m if |Ψm(t)| ≥ λprop
m

0 otherwise

(13)
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Fig. 2 Result of the noise reduction for (a) a clean speech signal and (b) a contaminated speech signal,
(c) the speech enhancement result obtained using Zhu’s algorithm, (d) the speech enhancement result
obtained using Xue’s algorithm, (e) the speech enhancement result obtained using Zhang’s algorithm,
and (f) the enhanced speech.

where Πprop is recursive noise estimation factor, D is
recursive order, which is set 32, and ai is recursive coeffi-
cients, which are updated to have the least error value using
past wavelet coefficients of noise bands. The recursive noise
estimation factor (Πprop) has function that remove noises
and keep speech information in speech bands. The bands
of noise are determined by the threshold matrix (Λm). When
the input wavelet coefficients have a lower value than the
threshold, BRWS determines the information to be mean-
ingless and removes it. If the input wavelet coefficients have
features that are much closer to speech, BRWS keeps the
speech information. Moreover, because of recursive noise
estimation, BRWS has a good noise reduction performance
despite maintaining the signal information.

3. Experiment and Results

To test the performance of the proposed algorithm, a speech
signal sample from the TIMIT database [9] and a noise sig-
nal sample from NOISEX-92 [10] are used. The data sam-
ples have a sampling rate of 16 kHz and a bit rate of 32 bps.
We also experimented using a variety of noises (white, car,

and babble) and SNR environments (0 dB, 5 dB, 10 dB, 15
dB, and 20 dB) to evaluate the performance of the proposed
algorithm. The graphical results of speech enhancement and
noise reduction are shown in Fig. 2.

Figure 2 (a) is a clean speech signal, and (b) is a con-
taminated speech signal with white noise SNR of 5dB,
Fig. 2 (c), (d), and (e) are enhanced signals respectively ob-
tained using reference algorithms, and Fig. 2 (f) is the en-
hanced signal obtained using the proposed algorithm. All
results show good performance of noise reduction. How-
ever, because of too much noise reduction, Fig. 2 (d) and
(e) show attenuation of the speech signal. (c) also shows
attenuation of the speech signal at weak signal magnitude.
While Fig. 2 (c) to (e) show that much of the speech signal
is lost, Fig. 2 (f) shows a speech signal that is very natural
and clean. (f) shows clean signal at noise parts and maintain
information of speech parts at not only strong speech sig-
nals but also very weak speech signals. The sample speech
data, which comprised male and female speech signals with
a variety of accents, included more than 50 random sam-
ples with lengths of 3–5 seconds. An objective measure
was utilized for evaluation purposes, namely, the percep-
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Table 1 Speech quality obtained using PESQ.

Environments PESQ
Noise SNR(dB) Zhu [2] Xue [3] Zhang [4] Proposed

White 0 −0.19 −0.15 −0.15 1.25
5 0.21 0.20 0.20 1.75
10 0.92 0.83 0.83 2.26
15 1.57 1.42 1.42 2.80
20 2.14 1.96 1.96 3.26

Babble 0 −0.21 −0.16 −0.16 1.34
5 0.33 0.32 0.33 1.87
10 1.02 0.96 0.96 2.37
15 1.67 1.52 1.52 2.79
20 2.24 2.05 2.05 3.21

Car 0 −0.21 −0.16 −0.17 2.69
5 0.09 0.10 0.09 3.01
10 0.78 0.71 0.70 3.22
15 1.45 1.32 1.32 3.56
20 2.05 1.87 1.87 3.87

tual evaluation of speech quality (PESQ), which is a widely
used measure when attempting to obtain an objective evalu-
ation of speech quality [11]. The PESQ measure is the most
complex to compute, and it is the one recommended by the
ITU-T P.862 for the speech quality assessment of narrow-
band speech codecs [12]. Therefore, PESQ is utilized for
objective evaluation, and a higher value of PESQ indicates
better speech quality. Detailed values of the speech quality
obtained from PESQ are given in Table 1. The table gives
detailed values for a variety of SNRs (0, 5, 10, 15, and 20
dB) and three noise environments. The proposed algorithm
has higher values of PESQ than the other algorithms.

This signifies that the proposed algorithm has a bet-
ter speech enhancement performance. Zhu’s algorithm has
a good performance in low noisy environments (SNR of
10, 15, and 20 dB). However, it has a poorer performance
than Xue and Zhang’s algorithms in very noisy environ-
ments (SNR of 0 and 5 dB). Xue and Zhang’s algorithms
have similar performances in almost all environments. The
proposed algorithm not only has very good performance in
low noisy environments but also has comparatively good
performance. Moreover, the proposed algorithm exhibits a
significant increase in the car noise environment. This is
because of the characteristics of car noise, which has a fre-
quency that is different from that of the human voice. The
proposed algorithm is based on the band recursive noise re-
duction algorithm, so it has a better performance than the
other algorithms and the other environments. Table 1 shows
that the proposed algorithm has the best performance when
compared with the algorithms in the all noise environments.

4. Conclusion

In this paper, we proposed a new single-channel speech en-

hancement algorithm of hearing aids. It has a very simple
construction based on wavelet shrinkage. The proposed al-
gorithm shows good performance in a variety of noisy envi-
ronments. The performance of the speech enhancement was
confirmed by experiments using many signal samples and in
a variety of noisy environments. Currently, we are extend-
ing our research to enable us to successfully realize a usable
system.
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