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SUMMARY The role of an optical low-pass filter (OLPF) in a digital
still camera is to remove the high spatial frequencies that cause aliasing,
thereby enhancing the image quality. However, this also causes some loss
of detail. Yet, when an image is captured without the OLPF, moiré gener-
ally appears in the high spatial frequency region of the image. Accordingly,
this paper presents a moiré reduction method that allows omission of the
OLPF. Since most digital still cameras use a CCD or a CMOS with a Bayer
pattern, moiré patterns and color artifacts are simultaneously induced by
aliasing at high spatial frequencies. Therefore, in this study, moiré reduc-
tion is performed in both the luminance channel to remove the moiré pat-
terns and the color channel to reduce color smearing. To detect the moiré
patterns, the spatial frequency response (SFR) of the camera is first ana-
lyzed. The moiré regions are identified using patterns related to the SFR
of the camera and then analyzed in the frequency domain. The moiré pat-
terns are reduced by removing their frequency components, represented
by the inflection point between the high-frequency and DC components in
the moiré region. To reduce the color smearing, color changing regions
are detected using the color variation ratios for the RGB channels and then
corrected by multiplying with the average surrounding colors. Experiments
confirm that the proposed method is able to reduce the moiré in both the
luminance and color channels, while also preserving the detail.
key words: optical low pass filter, moiré reduction, color smearing, image
quality

1. Introduction

Digital still cameras generally use an image sensor, such as a
charge coupled device (CCD) or a complementary metal ox-
ide semiconductor (CMOS) with a color filter array (CFA).
Such image sensors are two-dimensionally arranged to con-
vert an input image into electrical signals. Thus, the spec-
trum of an original image captured by a digital still camera
is repeated in the x and y directions. However, according to
the sampling theory, fine artifacts are acquired when the spa-
tial frequency of an image is above the Nyquist frequency,
causing aliasing with image distortion [1], [2]. This image
distortion usually generates a moiré pattern. Therefore, to
prevent such distortion, the spatial frequency of an image
is limited below the Nyquist frequency. Generally, an op-
tical low-pass filter (OLPF) is used to remove the higher
spatial frequency components, those above the Nyquist fre-
quency, where the OLPF splits the incoming light into two
beams: an ordinary and extraordinary beam with orthogonal
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polarizations [3], [4]. However, conventional digital cam-
eras use more than two OLPFs with different orientations
that are stacked and assembled with separate optical lenses,
which induces blurring in the captured image and increases
the manufacturing cost. Thus, for mobile devices, a grat-
ing optical low pass filter (GOLF) with a thin plate of
phase grating is used to decrease the number of lens ele-
ments [5], [6]. Consequently, high-frequency aliasing is re-
moved using an OLPF or GOLF.

Next, to render a full-color image in a general cam-
era system, CFA demosaicking is then required to estimate
the missing color values for each pixel. CFA demosaicking
methods can be divided into two distinct groups. One group
uses single channel interpolation, which applies well-known
interpolation methods, such as nearest-neighbor replication,
bilinear interpolation, and cubic spline interpolation [7], [8].
While these single-channel algorithms can provide satisfac-
tory results for smooth regions in an image, they usually
induce color artifacts in high-frequency regions. Thus, the
second group uses inter-channel correlations based on edge-
directed interpolation methods, where the single channel in-
terpolations in the green channel are replaced by adaptive
interpolation to prevent interpolating across edges [9]–[11].
As a result, with these methods, satisfactory results can be
achieved in both smooth and high-frequency regions. How-
ever, in the case of digital cameras, only simple CFA de-
mosaicking methods are implemented due to a limited com-
putational capability, which leaves the problem of color ar-
tifacts in high-frequency regions. Thus, a re-demosaicking
method was recently introduced for removing color artifacts
from a captured image, where the original sensor data for
a full-color image is extracted for re-demosaicking using
state-of-the-art demosaicking algorithms [12].

Furthermore, a method of removing moiré without the
use of an OLPF was recently introduced to reduce the
manufacturing cost of digital cameras, where the interpo-
lated RGB image signals are converted into luminance and
chrominance signals and low-pass filters are applied to each
signal [13]. However, the use of low-pass filters produces
detail loss in the resulting image. Thus, to preserve the de-
tail information in the absence of an OLPF, another moiré
reduction method was suggested that removes the moiré
components in the frequency domain [14]. However, this
method only uses the luminance channel and cannot deal
with color smearing from the color channels.

Accordingly, in this paper, to develop the result of
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previous work [14], moiré reduction is performed in both the
luminance channel (to remove the moiré patterns) and the
color channel (to reduce color smearing). First, the proposed
method analyzes the SFR (spatial frequency response) of the
camera and identifies the lines corresponding to the SFR us-
ing the ISO 12233 resolution chart. The patterns of the lines
are then modeled in the spatial domain using the intensity
difference in the luminance channel. These patterns are de-
termined based on the intensity difference between the cur-
rent pixel and neighborhood pixels in the horizontal and ver-
tical directions, and then used to detect the moiré regions of
the luminance channel. Next, each moiré region is analyzed
in the frequency domain. In each moiré region, the maxi-
mum values per frequency are calculated to detect the moiré
component in the frequency domain. The moiré component
is then determined as the inflection point among the maxi-
mum values per frequency in the frequency domain between
high frequency and DC components. As a result, the moiré
pattern is reduced by removing its frequency component.
Second, to consider color smearing, the color variations of
the RGB channels in moiré images are analyzed and calcu-
lated using the local variance for each channel. The color
changing regions are then detected using the color variation
ratio for each channel. Finally, the color smearing is cor-
rected by multiplying the average of the surrounding colors.
Experimental results show that the proposed method is able
to reduce the moiré pattern and color smearing, while pre-
serving the detail information.

2. The Proposed Moiré Reduction Method

This paper presents a moiré reduction method without
OLPF. Therefore, moiré patterns and color artifacts are si-
multaneously induced when aliasing at high spatial frequen-
cies as most digital still cameras use CCD with a CFA. The
proposed moiré reduction consists of two parts: the reduc-
tion of moiré patterns and color smears, as shown in Fig. 1.

In the first step, the relationship between the spatial
pattern and frequency-domain data is used to remove the

Fig. 1 Workflow of the proposed moiré reduction.

moiré pattern in the luminance channel. A single spatial
pattern with a carrier frequency has two spectral peaks in
the frequency domain. However, the spectrum of the spatial
pattern with moiré includes three regions: DC, moiré pat-
tern with two spectral peaks, and carrier frequency with two
spectral peaks [15]. Therefore, the proposed moiré reduc-
tion method removes the moiré component in the frequency
domain.

Next, color correction is performed using color vari-
ations. Digital cameras generally use a color filter array
(CFA) in which the luminance (green) channel is sampled
at a higher rate than the chrominance (red and blue) chan-
nels. As such, the green channel is less likely to be aliased,
and details are preserved better in the green channel than
in the red and blue channels. Accordingly, in CFA interpo-
lation, color smears are primarily caused by aliasing in the
red and blue channels in full-color image such as edges [8].
Therefore, the proposed method corrects color smearing by
multiplying the average of the surrounding colors.

2.1 Detection of Moiré in Luminance Channel

Moiré pattern is induced by inability of the image sensor to
resolve spatial frequencies that are higher than Nyquist fre-
quency of image sensor [1], [2]. Therefore, to detect moiré
region, the resolution of digital camera is analyzed by mea-
suring the SFR, which represents the relationship between
the spatial frequency of the input image and the response of
the camera. SFR is obtained by using the MTF (modulation
transfer function) according to the spatial frequency. The
MTF is given by

MTF =
Co

Ci
(1)

where Ci and Co represent the contrasts of the input and
output spatial frequencies, respectively. Samsung NX-
100 camera and ISO resolution chart are used to calcu-
late MTF. ISO resolution chart image with a resolution of
4592x3056 pixels was captured by using NX-100 without
OLPF. As shown in Fig. 2, MTF of NX-100 is calculated
by applying slanted edge MTF method to the pattern with
robust edge in ISO 12233 resolution chart image and reso-

Fig. 2 SFR of camera using ISO 12233 resolution chart.
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Fig. 3 Analysis of the moiré in line 7: (a) ISO 12233 resolution chart,
(b) magnified in image of line 7.

lution limit of digital camera is determined as correspond-
ing value of MTF at 5% and set to the 0.7 frequency cy-
cles/mm [16], [17]. Also, the spatial frequencies, fsp, of the
lines in the ISO 12233 resolution chart were calculated us-
ing the ratio of line width to picture height, as follows.

fsp =
Lw

Ph
(2)

where Lw and Ph represent line width and picture height, re-
spectively. Here, when comparing the SFR of digital camera
with the spatial frequency of the lines in the ISO 12233 res-
olution chart, a match was found with line 7, meaning that
the spatial frequency of line 7 corresponded to the resolution
limit of digital camera. Thus, to analyze the moiré features,
the ISO 12233 resolution chart was captured using the dig-
ital camera and all the lines were observed. As shown in
Fig. 3, all the lines with a higher spatial frequency than the
resolution limit of digital camera exhibited moiré, and these
lines showed a gap of one or two pixels.

Next, the patterns of these lines are modeled in the spa-
tial domain using the intensity difference in the luminance
channel. The intensity differences in the Y image between
current pixel and three neighborhood pixels in the horizontal
direction are calculated, as follows.

d1 = |Y(x, y) − Y(x + 1, y)|
d2 = |Y(x, y) − Y(x + 2, y)| (3)

d3 = |Y(x, y) − Y(x + 3, y)|
where Y(x, y) is the value of the current pixel in the Y image
and Y(x + 1, y), Y(x + 2, y), and Y(x + 3, y) are the value of
neighborhood pixels in the horizontal direction. The same
process is also applied in the vertical direction.

The moiré patterns in the horizontal direction H(x, y)
are then determined using two conditions of H1(x, y) and
H2(x, y), which represent a higher spatial frequency than the
resolution limit of the digital camera based on a gap of one
or two pixels, respectively, when using threshold T1.

H1(x, y) =

{
1 d1 > T1 and d2 > T1 and d3 < T
0 otherwise

(4)

H2(x, y) =

{
1 d1 > T1 and d2 < T1

0 otherwise

H(x, y) = H1(x, y) + H2(x, y) (5)

The threshold T1 was set at 5% of the magnitude of the cur-
rent intensity, which discriminates the difference between

Fig. 4 Analysis of the moiré in line 9: (a) the pattern of horizontal direc-
tion, (b) the pattern of vertical direction.

Fig. 5 Moiré detection using ISO 12233 resolution chart: (a) ISO 12233
resolution chart, (b) the result of moiré detection, (c) the result of moiré
region reformation

the current pixel and the neighborhood pixels as follows

T1 = Y(x, y) × 0.05 (6)

The same process is also applied in the vertical direction.
To verify these patterns, the patterns in line 9 are

checked that have a higher spatial frequency than the resolu-
tion limit of digital camera. Figures 4 (a) and 4 (b) represent
the moiré patterns modeled in the spatial domain when using
the intensity difference in the horizontal and vertical direc-
tion, respectively. In these figures, the gray box represents
the current pixel, while the black and white boxes represent
the intensity difference between the current and the neigh-
boring pixels. More specifically, black signifies an intensity
difference less than threshold T1 whereas white signifies an
intensity difference greater than threshold T1.

Next, the detected moiré regions are reformed as rect-
angular shapes for analyzing the frequency components us-
ing an image Fourier transform. This reformation process is
performed for each connected moiré region. First, the ex-
ternal points in a connected region are selected, and these
points are then connected if they contain a connected moiré
region. The same process is repeated for all the connected
moiré regions.

Therefore, in this paper, moiré is detected using these
patterns that are related to the SFR of the camera. Fig-
ure 5 shows the moiré detection results when using the ISO
12233 resolution chart. The lines with a higher spatial fre-
quency than the resolution limit of digital camera clearly
reveal moiré in the luminance channel.
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Fig. 6 Analysis of maximum value per each frequency: (a) diagonal line
of 8, (b) moiré components in the frequency domain, (c) maximum values
per each frequency Mi.

2.2 Moiré Reduction in Frequency Domain Using Inflec-
tion Point

The moiré regions are detected using the pixel values in the
spatial domain. To detect and remove the moiré pattern in
moiré region, a Fourier transform is applied to the lumi-
nance channel of moiré region detected in the spatial do-
main. A Fourier image based on a logarithmic transforma-
tion contains components of all frequencies, while normal-
ization using a DC value provides the dominant components
in the frequency domain. As shown in Fig. 6 (b), a Fourier
image contains 5 dominant values: the DC value, two points
corresponding to the frequency of the stripes in the original
image, and two points corresponding to the frequency of the
stripes with moiré. Therefore, to detect the frequency of the
moiré component between the frequencies of the stripes in
the original image and the DC value, the maximum values
for each frequency in the Fourier image are first selected and
denoted as Mi.

Mi = max
F(u,v)∈ fi(u,v)

√
R2(u, v) + I2(u, v) (7)

where u and v represent the frequency variables, fi(u, v) rep-
resents the frequency components at the same distance i
from the dc component, and R(u, v) and I(u, v) are the real
and imaginary parts of F(u, v), repsectively. In Fig. 6 (b), the
circles in the Fourier image represent an equal frequency,
while the graph in Fig. 6 (c) indicates the maximum value
for each frequency in the Fourier image, along with the in-
flection point that represents a large variation from the dom-
inant value. To detect the frequency of the inflection point, a
second-order deviation of the maximum value for each fre-
quency is first calculated as follows.

dMi =
∂2Mi

∂i2
= Mi+1 + Mi−1 − 2Mi (8)

The frequency of the inflection point P is then detected by
selecting the frequency of the maximum value when it si-
multaneously satisfies the conditions of threshold and sign
changes. Here, the threshold was set at 10, empirically.

P =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
true, |dMi| > T2, dMi < 0, dMi−1 > 0,

and dMi+1 > 0
false, otherwise.

(9)

Fig. 7 Results of moiré reduction in luminance channel: (a) moiré im-
ages of diagonal line 7, (b) moiré reduction result of diagonal line 7.

where Mi+1 and Mi−1 are the maximum values for the neigh-
borhood frequencies of Mi. The subscript i indicates the
frequencies when the image is transformed to the frequency
domain.

Next, the location of the inflection point P(u, v) in the
frequency domain is determined by selecting the magni-
tude and frequency of the inflection point P. The moiré is
then reduced by removing the moiré component from the
frequency domain. However, if all the moiré components
are removed, some of the image detail will be lost, as the
moiré component contains detail information from original
image. Therefore, to reduce this detail loss when removing
the moiré component, the original location of the inflection
point is replaced using the average value of the 8 neighbor-
hood region in the frequency domain. Here, average value
of the 8-neighborhood, Pavg(u, v), is calculated as follows.

Pavg(u, v) =
1
9
{P(u, v)+P(u, v+1)+P(u, v−1)+P(u+1, v)

+P(u+1, v+1)+P(u+1, v−1)+P(u−1, v+1)

+P(u−1, v)+P(u−1, v−1)} (10)

Finally, the corrected image in the frequency domain is
converted into the spatial domain using an inverse Fourier
transform and combined with the chrominace components.
Figure 7 shows the same image before and after moiré re-
moval, where in the latter image, the two points correspond-
ing to the frequency of the stripes with moiré have been
eliminated and moiré has been removed in the high spatial
frequency region.

2.3 Detection of Color Smearing Region

When moiré reduction is performed in a moiré region, as
shown in Fig. 8, although the moiré patterns are reduced,
color artifacts still exist in the corrected image. As shown
in Fig. 9, color smearing regions can have large color varia-
tions in the R and B channels. In addition, color smearing is
also caused by a very sharp focus and the high detail of fine
patterns [8]. Therefore, the proposed method uses the local
variance for detecting variation of the color channels and the
local quantity of edges for detecting high-detail regions.
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Fig. 8 Application of moiré reduction to color smearing region: (a) im-
age with color smearing, (b) result of moiré detection, (c) moiré reduction
in Y channel, (d) the result of moiré reduction.

Fig. 9 Analysis of color moiré for each color channel: (a) image with
color smearing, (b) magnified in image of color smearing region in (a),
(c) the ratios of the R and B channels to the G channel between a and b.

First, to detect color smearing regions, the local vari-
ance for the R and B channels, Rvar(x, y) and Bvar(x, y), is
calculated by applying the grey level variance to the R and
B channel as follows [18].

Rvar(x, y) =
1
N

∑
p(x,y)∈U(x0,y0)

|R(x, y) − RμU(x0, y0)|2

Bvar(x, y) =
1
N

∑
p(x,y)∈U(x0,y0)

|B(x, y) − BμU(x0, y0)|2 (11)

where N is the number of pixels in each divided block,
p(x, y) represents a pixel in a divided block, and U(x0, y0)
represents the location of the block in the image. Plus,
RμU (x0,y0) and BμU (x0,y0) are the average value of the R and B
channel, respectively, for the divided region and R(x, y) and
B(x, y) are the current pixels for each channel, respectively.
To determine the candidate color smearing region S1(x, y),
the difference between the local variances of the R and B
channels, CV(x, y), is firstly calculated for detecting regions
with a large color change.

CV(x, y) = |Rvar(x, y) − Bvar(x, y)| (12)

Then, to calculate relative local variance for each image,
CV(x, y) is normalized using the maximum value of CV .

CV ′(x, y) =
CV(x, y)
CVmax

(13)

Fig. 10 Results of color moiré detection: (a) fabric image, (b) detection
result of color smearing in (a), (c) outdoor fan image, (d) detection result of
color smearing in (c), (e) fence image, (f) detection result of color smearing
in (e).

where CVmax is the maximum value of CV . Finally, the rela-
tive local variances CV ′(x, y) are rescaled and floor function
is used to represent it as an image. Therefore, the value of
S1(x, y) will be between 0 and 255.

S1(x, y) = �CV ′(x, y) × 255� (14)

Next, to detect the region with high details, the edges
in an image are calculated using a Laplacian mask. To con-
sider the relative quantity of edges E, the pixels represent-
ing the edge are counted from the nxn pixel neighborhood
of the current pixel. Since, moiré also exists in images with
very few details, for adaptive color moiré detection a can-
didate region S2(x, y) which is based on the relative quan-
tity of edges E are determined using the threshold Eavg that
represents the average quantity of edges in an image. The
candidate color smearing region S2(x, y) for an image can
be calculated as follows.

S2(x, y) =

{
1, Eavg < E
0, otherwise

(15)

Thereafter, the color smearing regions are determined by se-
lecting a common region among the candidate regions.

S(x, y) = S1(x, y) × S2(x, y) (16)

The detection results are presented in Fig. 10, which shows
that the proposed method accurately detected color smear-
ing regions.
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2.4 Correction of Color Smearing Using Color Variation

The ratio of the color channels in a color smearing region is
analyzed to reduce the color smearing. As shown in Fig. 9,
the R and B channels exhibit large color variations in the
color smearing region. Therefore, these color variations
need to be corrected using the average surrounding color.
First, the ratios of the R and B channels to the G channel are
calculated, respectively. The average ratios for the R and
B channels are then calculated and used as the average sur-
rounding colors. When reducing the color smearing of the
R channel, Rc is obtained by multiplying the average ratio
of the R channel to the G channel. The same process is also
applied to the B channel, giving the following.

Rc = G ×
(

R
G

)
avg

Gc = G (17)

Bc = G ×
(

B
G

)
avg

3. Experimental Results

The proposed moiré reduction method for both luminance
and color channels was evaluated in experiments with the
ISO 12233 resolution chart using a camera without an
OLPF. The captured image of the ISO 12233 resolution
chart and related moiré detection results are shown in
Fig. 11. The results of the moiré reduction using the im-
age of the ISO 12233 resolution chart are shown in Fig. 12,
where Fig. 12 (a) shows the moiré images of vertical line 8,
horizontal line 10, and horizontal line 8, while the moiré re-
duction results and pattern removal are shown in Fig. 12 (b)
and 12 (c). Clearly, the moiré was reduced for the lines with
a high spatial frequency. In addition, to evaluate the moiré
reduction for complex moiré patterns, a circular moiré pat-
tern image is used, as shown in Fig. 13. Figure 13 (a) shows
the image with a circular moiré pattern, and Figs. 13 (b) and
(c) show the detected circular moiré pattern and corrected
pattern, respectively. The changing of periodic pattern leads
to complex moiré patterns. The proposed method is effec-
tive in reducing the complex moire pattern because moiré
patterns in an image are reduced by removing the moiré
component in the frequency domain according to the peri-
odic pattern of moire in each detected region. While some
of the circular moiré pattern still remains in the corrected
image, the original pattern of the horizontal line is restored
as shown in Fig. 13 (c).

For the natural images captured using the camera, the
proposed moiré reduction method was compared with pre-
vious methods [5], [12]. Figures 14 (a), 15 (a), and 16 (a)
show the images having moiré, Figs. 14 (c), 15 (c), and
16 (c) show the corrected images by using Kim et al., and
Figs. 14 (f), 15 (f), and 16 (f) show the corrected images by
using Randhawa et al., and Figs. 14 (i), 15 (i), and 16 (i)
show the corrected images by using the proposed method.

Fig. 11 ISO 12233 resolution chart image and moiré detection result: (a)
ISO 12233 resolution chart image, (b) moiré detection result.

Fig. 12 Results of moiré reduction using ISO 12233 resolution chart:
(a) moiré images of vertical line 8, horizontal line 10, and horizontal line
8, (b) their moiré reduction result, (c) their removed patterns.

Fig. 13 Results of moiré reduction using image with complex moire pat-
tern: (a) moiré images of circle pattern, (b) magnified image of moiré re-
gion, (c) magnified image of moiré reduction.

For the visual comparison, the moiré regions are magni-
fied in (b), (d), (g), and (j) of Figs. 14, 15, and 16, and the
difference images between input and their resulting images
are shown in (e), (h), and (k) of Figs. 14, 15, and 16, re-
spectively. When using Kim’s method, the difference image
shows a significant difference in the color smearing regions,
as well as other regions. As Kim’s method uses a lowpass
filter in the luminance and chrominance channels, the color
smearing was reduced, yet detail loss was induced. When
using Randhawa’s method, the resulting image is similar to
the input image in terms of color smearing according to the
difference image. This is because the color smearing was
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Fig. 14 Comparison of moiré and color smearing reduction; (a) fabric
image having color smearing, (b) magnified image of color smearing re-
gion, (c) color correction using Kim et al., (d) magnified image of color
smearing region in (c), (e) difference image between (a) and (c), (f) color
correction using the Randhawa et al., (g) magnified image of color smear-
ing region in (f), (h) difference image between (a) and (f), (i) color cor-
rection using the proposed method, (j) magnified image of color smearing
region in (i), (k) difference image between (a) and (i).

Fig. 15 Comparison of moiré and color smearing reduction: (a) outdoor
fan image having color smearing, (b) magnified image of color smearing
region, (c) color correction using Kim et al., (d) magnified image of color
smearing region in (c), (e) difference image between (a) and (c), (f) color
correction using the Randhawa et al., (g) magnified image of color smear-
ing region in (f), (h) difference image between (a) and (f), (i) color cor-
rection using the proposed method, (j) magnified image of color smearing
region in (i), (k) difference image between (a) and (i).

Fig. 16 Comparison of moiré and color smearing reduction reduction:
(a) fence image having color smearing, (b) magnified image of color smear-
ing region, (c) color correction using Kim et al., (d) magnified image of
color smearing region in (c), (e) difference image between (a) and (c),
(f) color correction using the Randhawa et al., (g) magnified image of color
smearing region in (f), (h) difference image between (a) and (f), (i) color
correction using the proposed method, (j) magnified image of color smear-
ing region in (i), (k) difference image between (a) and (i).

Table 1 Evaluation of the proposed method using PSNR.

slightly improved in all regions of the image as the RGB
values for all the pixels were slightly changed by CFA re-
demosaicking. When using the proposed method, the differ-
ence image seems like having some difference in the color
smearing regions. It means that the proposed method re-
moves almost color smearing within the color smearing re-
gions, improving color smearing significantly without loss
of detail.

Finally, to evaluate the proposed method in terms of
preserving details, a quantitative analysis was performed
using the peak signal-to-noise ratio (PSNR) between the in-
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put and result images, and the comparative results are shown
in Table 1 [19]. When using the proposed method, the PSNR
for the corrected images was generally higher than that when
using the other methods. Therefore, the proposed method
was shown to be effective for reducing moiré and preserv-
ing detail.

4. Conclusion

This paper proposed a moiré reduction method that can pre-
serve detail without the use of an OLPF. Moiré is first de-
tected in the luminance channel using the pattern of the SFR.
The moiré is then reduced by substituting the moiré compo-
nent with the average neighborhood value in the frequency
domain. Next, color smearing regions are detected using
channel color variations and the relative detail components
in the image. The color smearing is then reduced using the
average ratio of the surrounding color. Experimental results
confirm that the proposed method is effective in reducing the
moiré pattern and color artifacts, while preserving the detail
information.
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