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SUMMARY  Tor is the most popular and well-researched low-latency
anonymous communication network provides sender privacy to Internet
users. It also provides recipient privacy by making TCP services available
through “hidden service”, which allowing users not only to access informa-
tion anonymously but also to publish information anonymously. However,
based on our analysis of the hidden service protocol, we found a special
combination of cells, which is the basic transmission unit over Tor, trans-
mitted during the circuit creation procedure that could be used to degrade
the anonymity. In this paper, we investigate a novel protocol-feature based
attack against Tor’s hidden service. The main idea resides in fact that an
attacker could monitor traffic and manipulate cells at the client side entry
router, and an adversary at the hidden server side could cooperate to reveal
the communication relationship. Compared with other existing attacks, our
attack reveals the client of a hidden service and does not rely on traffic
analysis or watermarking techniques. We manipulate Tor cells at the entry
router to generate the protocol-feature. Once our controlled entry onion
routers detect such a feature, we can confirm the IP address of the client.
‘We implemented this attack against hidden service and conducted extensive
theoretical analysis and experiments over Tor network. The experiment re-
sults validate that our attack can achieve high rate of detection rate with
low false positive rate.

key words: hidden service, Tor, protocol-feature, anonymity communica-
tions

1. Introduction

Tor [1], as the realization of second generation onion rout-
ing arguably is the most popular and well-researched low-
latency anonymity network, providing sender privacy to its
users. Nonetheless, recipient privacy is equally important
and required. Tor’s hidden service [3] provides recipient
privacy by making TCP services available, allowing users
not only to access information anonymously but also to
publish information anonymously. Tor was first deployed
in 2003[2], and the hidden services were released in early
2004. By May 2015, there are more than 6700 onion routers
in Tor network.

Both sender privacy and recipient privacy are provided
in hidden service, it allows people to deploy a TCP Server
that can provide hidden services (e.g., a web server, SSH
server, etc.) over Tor without exposing their real IP address
to users. Nonetheless, there exist vulnerabilities that can
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be utilized by adversaries to degrade the anonymity. Ex-
isting works [4]-[6], [8], [12] have been conducted to in-
vestigate attacks degrading the communication over Tor’s
hidden service. These attacks can be categorized into two
classes: passive attacks and active attacks. Passive attacks
[51, [6], [8], [12] will record the traffic passively and do traf-
fic analysis. This type of technique needs a period of traf-
fic observation. The first passive attack [5] was proposed
by Overliver and Syverson, they assumed that the adversary
controlled the entry router at the hidden server side and cor-
related the traffic pattern between malicious client and the
entry router. The passive attacks based on traffic analysis
may suffer a high rate of false positives due to various fac-
tors, and all of these attacks focus on locating the hidden
server’s real IP address. Active attacks mainly refer to the
active watermarking technique based attacks, this technique
can reduce attack lasting time and improve attack success
rate. Though watermarking techniques have been widely
applied into attacks against Tor, there are rare studies on ac-
tive attacks against hidden service. Murdoch presented the
first active attack [4]. A malicious client periodically sent
bulk data to the hidden server that lead its CPU temperature
to increase, and the adversary at the server side can locate
the hidden service base on detecting the temperature change.
However, the hidden circuit between the client and the hid-
den server is bi-direction anonymous, and hidden services
are not secure enough to protect the sender privacy.

In this paper, we present a novel protocol-feature attack
against hidden service. The attack requires three phases.
In the first phase, our controlled entry router keeps moni-
toring the traffic and reporting related cells’ information to
a controlled server, denoted as central server. We aim to
find a combination of cells corresponding to the client side
protocol-feature. In the second phase, our entry router ma-
nipulates a special cell and relays it along the circuit to the
hidden server, which will cause decryption error at the hid-
den server. Then, the hidden server tears down the circuit
by sending a destroy cell. During this process, we record
three specific timestamps. In the third phase, the central
server filters out useless information based on the client side
protocol-feature, searching the remaining hidden informa-
tion again and trying to find a circuit which can detect the
destroy cell and contain three timestamps. Then, the central
server checks whether the three timestamps are appropriate.
If such a circuit was found, we can confirm that our con-
trolled router is chosen by the client as the entry router, and
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we can locate the client.

The main contribution of this paper include: first, we
present an attack against hidden service that can reveal the
client of hidden service, and our method achieves high de-
tection rate with low false positive rate. Second, we find the
protocol-feature at the client side, and we implemented this
attack and performed extensive theoretical analysis and real-
world experiments over Tor. Third, we only make a small
change to the source code and configuration file of Tor to
build the system, and it is easy to deploy. Fourth, we only
need to control the entry router at the client side and only
use a few cells to locate the client.

The rest of this paper is organized as follows: in Sect. 2,
we review the previous related works. In Sect. 3, we intro-
duce basics of Tor and hidden service, and describe the de-
tailed circuit creation procedure of hidden service protocol.
In Sect. 4, we elaborate our attack. In Sect.5, we theoret-
ically analyze the feasibility of our attack. In Sect.6, we
show our experiment results and data analysis. In Sect.7,
we discuss complicated cases of hidden service. In Sect. 8,
we give our conclusions.

2. Related Work

A good review of anonymous communication and mix sys-
tems can be found in [2], [21]. Extensive studies have been
conducted to investigate attacks degrading the communi-
cation over Tor’s hidden service. Existing attacks against
anonymous communication can be categorized into two
groups: active attacks and passive attacks. Murdoch first
presented the active attack in [4], the malicious client peri-
odically sent bulk data to the hidden server that lead its CPU
temperature to increase, and the adversary at the server side
can locate the hidden service base on detecting the temper-
ature change. Overlier et al. presented the first traffic anal-
ysis based passive attack in [5]. The malicious client and
entry router uploaded related information. Then, the system
did timing analysis on the information to find the matching
pattern, and locate the hidden server. However, this traffic
analysis based system suffers a high rate of false positives
due to Internet traffic dynamics, performance of Tor nodes,
the large number of cells in traffic, etc. Entry guard nodes
[16] which used to prevent the traffic analysis attack against
the current version of Tor were added to the hidden services.

Biryukov Alex et al. [6] expose flaws both in the de-
sign and implementation of Tor’s hidden services that al-
low an attacker to measure the popularity of arbitrary hid-
den services, take down hidden service and deanonymize
hidden services. Pries et al. [14] presented a new relay at-
tack against Tor. They manipulated a cell at the entry router,
an accomplice at the exit router can recognize this cell, and
then confirm communication relationships quickly and ac-
curately. Zhen Ling et al. [7] presented the protocol-level
attacks against Tor. They analyzed the detail process of Tor
communication, and found that the cell type and numbers of
each type cell during the communication is fixed. They ap-
ply the attack in [14] and develop another three case to con-
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firm communication relationships. Based on the protocol-
level attack, they designed and implemented a hidden server
discovery system in [8]. The system controlled some high
bandwidth onion routers in Tor network, and connected to
their controlled Rendezvous point to hidden server. They
assumed that their controlled routers could be selected as
the entry router at the server side and submitted related cell
information to the central server. Then the system could use
a timing analysis to identify the hidden server.

Theoretical analysis and fundamental research pro-
vides us a better understanding of Tor network. For exam-
ple, Loesing et al. [22] investigated the statistical data mea-
surement in Tor. They provide different methods to measure
data. Mohajeri et al. [23] analyzed the new obfuscation pro-
tocol of Tor, and an application of this protocol as Skype-
Morph. Zhang et al. [25] investigated the anonymity of dif-
ferent anonymous communication systems. They modeled
the P2P anonymous communications and took quantitative
analysis of anonymity by information theory with entropy.
Studies [9]-[11], [19], [20] are also attacks against Tor. We
learn theoretical basis and practical application of different
types of attacks against Tor from these studies which help
us deeply understand mechanism of Tor, and we attempt to
make improvement and innovation based on these studies
and apply into hidden service.

3. Background
3.1 Components

Tor is a distributed global network, adopting centralized di-
rectory management structure. Figure 1 illustrates the Tor
network structure. Four types of entities [1] are involved in
the Tor network: client, server, onion routers and directory
servers:

e Alice (i.e. Client). The client runs a local software
called onion proxy (OP) to establish data transmission
circuit to Tor network.

e Bob (i.e. Server). The server runs TCP applications
such as a web service and anonymously communicates
with Alice over Tor.

e Onion Routers (OR). The onion routers construct

Legend @ Onion Routers
Client (OP)

@ Server

Tor Nerwork

Fig.1  Structure of Tor network.
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Fig.2  Tor cell format.

anonymous communication links and relay cells be-
tween Alice and Bob. A circuit is a path of three onion
routers by default through the Tor network, namely en-
try, middle and exit, respectively. Transport Layer Se-
curity (TLS) connections are used for the overlay link
encryption between two onion routers. The application
data is packed into 512 bytes equal size cells transmit-
ted through TLS connections.

e Directory servers. Directory servers are in the upper-
most layer network topology server and hold authorita-
tive information such as public key of onion routers.

Among the three ORs, only the entry router communi-
cates directly with the client, and only the exit router com-
municates with the Internet destination that the client is con-
necting with, but no OR can link a client to a destination;
this is how a clients privacy is maintained in Tor.

Cell format

Figure 2 illustrates the cell format of Tor. All cells are
in fixed-size (512 bytes) and have a three-byte header which
is not encrypted in the onion-like fashion so that the inter-
mediate Tor routers can see this header and forward the cell
based on the header information, and other bytes are en-
crypted. The first two bytes is the circuit ID as the unique
identification of a link, and the third byte is used to indicate
the command type of this cell. The cell can be categorized
into control cell and relay cell.

3.2 How Tor Works

A Tor client runs an OP locally. The client first downloads
a list of routers from the directory server and randomly se-
lects several ORs to build a circuit [17]. The client selects
an appropriate exit onion router (OR3), which should have
an exit policy supporting the relay of the TCP stream from
the client. Then, the client selects a proper entry router, a
middle router and creates a circuit incrementally one hop
at a time. If multiple circuits use the same two ORs in se-
quence, they will share a single connection between the two
ORs. Figure 3 illustrates the creation procedure of a stan-
dard three-hop circuit. Alice first establishes a TLS connec-
tion with OR1. Then, she sends a CELL_CREATE cell to
ORI, using Diffie-Hellman protocol [1] to negotiate a base
key K| = g*¥ with OR1. If Alice successfully obtained the
entry router’s public key, the first hop of this circuit is cre-
ated. Similarly, the client extends the circuit to include the
second hop and the third hop of the circuit.

Once the circuit is established, Alice sends a RE-
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Fig.3  Procedure of circuit creation on Tor.

LAY _COMMAND _BEGIN cell, which is encrypted in onion
fashion as {{{Begin < IP, Port >} }x2}x3. When the cell ar-
rives at the exit router, the three layers of skin are removed
at each OR. After the exit router removes the last skin by de-
cryption, it will build a TCP connection to Bob and relay a
REALY_COMMAND_CONNECTED cell back to Alice. The
traffic flow between the exit router and Bob will be trans-
mitted in clear type. Then, the circuit is built up, and Alice
starts transmitting data with Bob.

3.3 How Hidden Service Works

Tor hidden service architecture [3] is comprised of the fol-
lowing components. All Tor onion routers potentially act as
introduction point and rendezvous point.

o [ntroduction point (InP): Tor relays chosen by the hid-
den service and which are used for forwarding man-
agement cells necessary to connect the client and the
hidden service at the rendezvous point, and published
in the directory server to serve as Bob’s front interface.

e Rendezvous point (RP): A Tor relay chosen by the
client which is used to forward all the data between
the client and the hidden service.

e Hidden service directories (HSDir): Tor relays which
the hidden service publishes its descriptors, and ac-
cessed by clients in order to learn the addresses of the
hidden service’s introduction points.

Figure 4 illustrates the eight steps of the circuit creation
procedure of the hidden service. The detail of each step is
as follows:

1. Bob (hidden server) randomly picks several ORs as
the introduction points, and builds two-hop circuits to
them. He sends a RELAY_ COMMAND_ESTABLISH-
_INTRO cell which contains key length, public key,
hash of session info and signature of above informa-
tion to each of these introduction points. Upon receiv-
ing this cell, the introduction point checks the infor-
mation. Once success, the introduction point replies a
RELAY_COMMAND_INTRO_ESTABLISHED cell with
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Fig.4  Structure of hidden service.

an empty payload to inform Bob that the circuit is es-
tablished.

. Bob assembles a hidden service descriptor, contain-

ing his public key and a summary of each introduction
points, and signs this descriptor with its private key. He
uploads the descriptor to a distributed hash table on the
Directory Server. Then, Bob can public his descriptors
in a public place, and clients can access the hidden ser-
vice via Tor. After this step, the hidden service is set

up.

. Alice (client) initiates connection establishment by

downloading the descriptor from the onion address of
Bob, and the onion address with .onion postfix can be
derived from the service’s public key (e.g., XYZ.onion,
where “XYZ” consists of 16 random characters). Then,
Alice learns information of the introduction points set
and the right public key. Around this time, Alice also
builds a circuit to another randomly picked router and
requests it to act as the rendezvous point by assigning it
a one-time secret. Alice sends a RELAY_COMMAND _-
ESTABLISH_RENDEZVOUS cell to initiate a circuit to
the rendezvous point. Once receiving this cell, the ren-
dezvous point replies a RELAY_COMMAND _RENDE-

ZVOUS_ESTABLISHED cell to inform Alice that the
circuit is established. Figure 5 illustrates the circuit cre-
ation procedure, it is a two-hop circuit between Alice
and the rendezvous point.

. Alice assembles an introduce message (encrypted by

the hidden service’s public key) including the address
of the rendezvous point and the one-time secret. Then,
Alice creates a three-hop circuit to one of the introduc-
tion point, and sends a RELAY_COMMAND _INTROD-
UCE] cell to the introduction point contains the intro-
duce message.

. Upon receiving the RELAY_COMMAND_INTRODUC-

E] cell, the introduction point repacks the cell into a
new RELAY_COMMAND_INTRODUCE? cell and send
it along the corresponding circuit to Bob (If the PK_ID
was unrecognized, the RELAY_ COMMAND_INTROD-
UCE]I cell will be discarded). The introduction point
also replies a RELAY_COMMAND_INTRODUCE_ACK
cell to Alice. Upon receiving this ACK cell, Alice tears
down the circuit to the introduction point.

. After Bob receives the RELAY_COMMAND_INTROD-
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Fig.5 Client side protocol-feature.

UCE2 cell, he extracts the rendezvous point’s nick-
name, the rendezvous cookie, and the Diffie-Hellman
value of g* chosen by Alice with the private key for the
corresponding hidden service. Bob generates another
half of the Diffie-Hellman value ¢g¥ and derives the key
g"¥. Then, Bob establishes a three-hop circuit to the
rendezvous point and sends a RELAY_COMMAND _RE-
NDEZVOUSI cell to the rendezvous point along the
circuit. The cell contains the key data g, the hash value
of the key H(g™) and the rendezvous cookie.

7. After the rendezvous point receives the RELAY_COM-
MAND_RENDEZVOUS]I cell, it checks the rendezvous
cookie from Alice and Bob. If the two cookies were
matched, the rendezvous point removes the rendezvous
cookie and repacks the rest data into a RELAY_COMM-
AND_RENDEZVOUS2 cell, and forwards the cell
along the rest of corresponding circuit to Alice.

8. When Alice receives the RELAY_ COMMAND _REND-
EZVOUS?2 cell, she uses ¢g” to generate the key g
and does verification by comparing the key with the
hash value H(g*) to complete the handshake. The data
transmitted between Alice and Bob will be encrypted
by this key as the first onion skin. Then, Alice sends the
RELAY_ COMMAND _BEGIN cell to Bob via the six-
hop circuit to open the TCP connections. In this pro-
cess, multiple RELAY_COMMAND _BEGIN cells may
be sent along the circuit, and multiple streams may be
opened between Alice and Bob. However, Alice must
not send these cells to any other addresses along the cir-
cuit, even if she did, all of these cells will be rejected.

4. Protocol-Feature Attack

In this section, we elaborate our attack for locating the client
of hidden service. Entry routers are the first hop of the cir-
cuit, and only the entry routers know the real IP address of
the client. Without loss of generality we assume that an at-
tacker maintains a malicious website and intends to know
who accesses the web site. We will discuss the feasibil-
ity of this assumption in the discussion part. Then, the at-
tacker manipulates some onion routers into the Tor network
and controls the entry onion router. This is reasonable that
onion routers of Tor network are set up in a voluntary man-
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ner [13], the same assumption was also made in attacks [5]—
[12], [14], [20] against Tor network. In addition, the attacker
also need to set up a server that builds TCP connections to
the hidden server and the controlled entry routers to record
information of related cells and do analysis denoted as cen-
tral server. We denote circuit ID, source IP, destination IP,
timestamp and cell type as related information (RI).

4.1 Client Side Protocol-Feature

Figure 3 illustrates the creation process of a normal three-
hop Tor circuit. After the three-hop circuit is established,
Alice will immediately send the RELAY_BEGIN cell to start
downloading data. However, in circuit creation procedure
of hidden service, after Alice establishes circuit to the ren-
dezvous point, she will enter into listening state and will
not send the RELAY_BEGIN cell. Until Alice receives the
RELAY_COMMAND_RENDEZVOUS?2 cell, which indicat-
ing the six-hop hidden circuit between Alice and Bob is es-
tablished, then Alice will send the RELAY_BEGIN cell to
the hidden server to start communicating. Detailed proce-
dure is shown in Fig. 5. During this process, we can observe
a special combination of cells denoted as the Client Side
Protocol-Feature (CSPF):

e The entry router receives 1 X CREATE_FAST_-CELL
+ 2 X CELL_RELAY cells from Alice, and sends 1 X
CREATED_FAST_CELL + 3 x CELL_RELAY cells (in-
clude a Rendezvous?2 cell) to Alice.

e The entry router receives 1 X CREATED_CELL + 3
X CELL_RELAY cells (include a Rendezvous2 cell)
from middle, and send 1 X CREATE_CELL+ 1 X
CELL_RELAY cell.

After the whole circuit established, Alice will send the
RELAY _BEGIN cell. Our controlled entry router can detect
this cell based on the CSPF (the send and receive timing
and the counts of each cell must correspond to the relation-
ship shown in Fig. 5), even if the entry router cannot decrypt
the cell and obtain the content. In addition, Tor adopts a
bandwidth weighted node (router) selection algorithm in or-
der to enhance its performance [13], and the key factors for
choosing the entry routers are high bandwidth and long on-
line time. So the CSPF does not have the function choose
any router as the entry router. Detailed steps are elaborated
in the following section.

4.2 Basic Idea

Figure 6 illustrates the four steps of our basic idea:

1. In Step 5 of Fig.4, Bob (hidden server) receives the
REIAY_COMMAND_INTRODUCE? cell from the in-
troduction point, and the cell contains basic informa-
tion of the rendezvous point. Bob reports RI of this
cell to the central server to indicate the start of location.
Then, Bob sends the RELAY_COMMAND_RENDEZV-
OUS| cell to the rendezvous point to build a circuit.
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2. Our controlled routers keep monitoring the traffic flow.
If one of the controlled routers was chosen as the entry
router, our entry router can observe a combination of
cells matching the CSPF in Sect. 4.1 during the circuit
creation process and report to the central server. How-
ever, the CSPF dose not necessarily determine that our
router is chosen as the entry, we need to confirm this is
a true positive by executing the next steps. After the cir-
cuit is successfully established between Alice (client)
and Bob, Alice starts to send cells contain application
data to Bob as shown in Step 8 of Fig.4. Our entry
router manipulates an appropriate cell and sends it to
Bob along the circuit.

3. When Bob receives the manipulated cell, Bob cannot
correctly decrypt this cell. Bob reports the decryp-
tion error caused by the manipulated cell’s R/ to the
central server and tear down the circuit by sending the
CELL_DESTROY cell to Alice along the circuit.

4. When our controlled entry router detect the CELL_
DESTROY cell, it will report to the central server.

After these four steps, we search for correlation among
the time when the entry router sends manipulated cell, the
time when Bob sends the destroy cell, and the time when
entry router receives the destroy cell. Sice the entry router
is first hop of Alice, it knows the real IP address of Alice, so
we can locate Alice.

4.3 Detailed Process

Phase 1: Presumably identify the CSPF and locate the
client

From Step 1 to Step 3 of Fig. 4, Alice builds a circuit to
an onion router, and sends the RELAY_COMMAND_ESTAB-
LISH_ RENDEZVOUS cell to notify the router to run as the
rendezvous point. Then, Alice keeps to listen. The introduc-
tion point repackages the RELAY_ COMMAND_INTRODU-
CE] cell into the RELAY_COMMAND_INTRODUCE? cell
and sends it to Bob in Step 5 of Fig.4. When Bob receives
this cell, he obtains the rendezvous point’s information and
will build a circuit to the rendezvous point in Step 6 of Fig. 4.
Once the circuit is established, Bob immediately sends
the RELAY_COMMAND _RENDEZVOUSI cell to the ren-
dezvous point and report R/ of this cell to the central server.
Upon receiving the RELAY_-COMMAND_RENDEZVOUSI
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cell, the rendezvous point repacks the cell into the RE-
LAY COMMAND _RENDEZVOUS?2 cell and forward the
cell along corresponding circuit to Alice.

As shown in Fig. 5, we choose the CELL_CREATE _FA-
ST cell as the start-tag of Phase 1 and report this infor-
mation to the central server. If Alice could receive the
RELAY COMMAND_RENDEZVOUS? cell sent by the ren-
dezvous point, she knows a hidden circuit is successfully
established. We choose this cell as the finish-tag of Phase 1
and report this information to the central server. During the
Phase 1, if our controlled routers relay and receive a com-
bination of cells matching the CSPF and report the RIs of
each cell to the central server, it does not necessarily deter-
mine that one of our controlled routers is chosen by Alice,
and we need the operations done in Phase 2 to confirm this
is a true positive.
Phase 2: Verify the client

After the hidden circuit is established, Alice sends the
RELAY _COMMAND_BEGIN cell to open a stream with Bob
as shown in Step 7 and Step 8 of Fig.4. We denote this
cell as the start-tag of Phase 2. Our entry router can recog-
nize this cell based on the CSPF. Our entry router modifies
one bit of the cell and reports RI of this cell to the central
server. Then, our entry router sends this modified cell along
the circuit to Bob. As shown in Fig. 7, the circuit of a hidden
service is end-to-end encrypted, and integrity checking can
only be recognized after all onion layers of encryption are
removed, so the onion routers along the circuit which lack
of integrity verification cannot detect this modified cell.

After Bob receives the modified RELAY_COMMAND-
_BEGIN cell, he is unable to correctly decrypt the cell.
Based on the mechanism of Tor [1], Bob will tear down
the circuit between Alice and himself by sending the
CELL_DESTROY cell. Bob will report RI of the modified
cell and record the timeing of this cell. When our controlled
entry router receives the CELL_DESTROY cell, it will re-
port RI of this cell to the central server, and we take the
CELL_DESTROY cell as the finish-tag of Phase 2.
Phase 3: Proof the real identity by time correlation

The central server may receive a large number of cell
information after the first two phases. In this phase, we
establish appropriate rules to filter out useless information.
Herein we discuss in detail about each phase.

o The CREATE_FAST cell indicates the start-tag of the
Phasel and the RELAY_COMMAND _RENDEZVOUS?2
cell indicates the finish-tag. When the central server
receives the finish-tag of Phase 1, it filters out the use-
less cell RIs by checking the number and the timing
of CREATE, CREATED and RELAY cells not matching
the CSPF. There may remain N circuits: if N = 0, none
of our controlled routers is chosen as the entry, and the
attack is failed. If N > 1, some controlled routers are
chosen as the entry of some hidden circuit, we need to
confirm whether one of them is chosen by Alice, and
we perform the next steps.

e The modified RELAY_COMMAND_BEGIN cell sent by
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Fig.7 Modify a cell at the entry router.

the entry router indicates the start-tag of Phase 2, the
central server records the timing of this cell, denoted
as T,. After Bob receives the modified cell, the cen-
tral server records the timing as 7;. Due to decryp-
tion error, Bob will tear down the circuit by send the
CELL_DESTROY cell. The CELL_DESTROY cell re-
ceived by the entry router indicates the finish-tag of this
Phase, denoting the timing as T’.

o After Phase 2 finished, the central server filters out the
circuits which cannot detect the CELL_DESTROY cell
during Phase 2, and there remain some circuits. Then,
the central server finds a circuit contains the three key
timestamps 7', Ty, T, and verifying whether the time
relationship satisfies the condition Ty < Ty < Ty. If
such a condition was set up, the central server deter-
mines the CELL_DESTROY cell is caused by our ma-
nipulated cell, and the entry router next to Alice is con-
trolled. So the source IP address of this circuit is the
real IP address of Alice.

5. Analysis

The key factor for our paper is that we can control the entry
router [14] of the client. In this section, we analyze the prob-
ability that our controlled router is selected by the client as
the entry router, and an approach that can increases the catch
probability.

5.1 Assign Flag

According to Tor design document [17], the onion routers
are divided into four categories, Guard-flagged (entry)
nodes [15], non-flagged nodes, Exit-flagged(exit) nodes,
Guard+Exit-flagged (either entry or exit, denote as double)
nodes.

o Stable: The routers are active and mean upload time is
above the median of known active routers or at least 7
days. Routers are never assigned stable flag if they are
running the alpha version Tor client.

e Guard: The routers are stable, and can provide band-
width above a certain threshold (the median of all
routers current bandwidths, or 250 KB/s). These
routers are selected to receive the Guard flag, marked
as the entry router.

e Exit: The routers are stable, and allow exits at least two
of the ports 80, 443, and 6667 and allows exist at least
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one /8 address space.

e Guard+Exit (Double): The routers which both receive
the entry and exit flag are chosen as guard+exit routers,
and these routers provide bandwidth both to the entry
routers and the exit routers. We denote this type of
routers as double routers.

5.2 Catch Probability Analysis

Tor currently uses bandwidth weighted router selection al-
gorithm, details are illustrated in the official design doc-
ument [13], [17]. We denote the bandwidth set of all
routers as B = {By,B»,...,B,, Byi1,...,Byis1}. Denote
bandwidth of entry routers, exit routers, double routers as
By, B., B;. We use the i"" router’s bandwidth to calculate the
probability of the i router is chosen as the entry router of
the circuit as

P(i) = Bi/Bg ey

W = 1- —S(Bli—B,) : ng >0 ?)
o= 0: Wy <0

W, = l—m:wedzo (3)
“= 0: W <0

Bg = Bg + By Wea 4)

Where W, is the bandwidth weight of entry routers in
double routers, W,, is the exit weight, B, is the total band-
width for pure entry nodes. If B, < (B/3), Wyq < O the
entry bandwidth is scarce, the entry will not be considered
for nonentry use. Then the entry bandwidth is calculated as
Eq. (4), Tor uses double routers bandwidth to supply the en-
try routers bandwidth. The exit bandwidth policy is similar
to the entry bandwidth.

After we manipulate a set of k controlled routers
B. = {B,+1,. .., Bnii+1) into Tor network. We assume these
routers advertise same bandwidth, for example, B,;; =
B2 = ... = Byis1 = b. Then, the i router’s catch proba-
bility can be calculated as

n+k+1

P(k,B) = B./B; (Be= ) " Bi=k-b) (5)

B; =B, +B)=(By+B.)+B;- W, (6)
B+k-b

W,o=1- —— 7

ed 3(B, + By) ™

According to Eq.(5), the catch probability P(k, B;)
is depends on both bandwidth and number of controlled
routers.

We did simulation analysis experiment in MATLAB,
and Fig.8 illustrates the relationship between the catch
probability and the bandwidth, as well as the number of en-
try routers. From this figure, if we manipulated 800 entry
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Fig.8 Catch Probability vs. Bandwidth and Number of Entry Routers.

routers of 30MB/s bandwidth in Tor network, the theoretical
catch probability will approach about 96%. The current Tor
network has 1947 pure entry routers and 447 double routers
(we collected the data from the Tor official web site [24] on
May 13, 2014), and the percentage of the controlled entry
routers in the entire Tor entry router is around 800/(1947 +
447 + 800) =~ 25%.

5.3 Improve the Catch Probability

According to Eq. (5), we derive the following condition:
P(k,B;) > P(t,B)),ifk-B; > t- B; ®)

Based on Eq. (8), if the catch probability P(k, B;) was
a monotonous increasing function in terms of number k and
bandwidth of controlled entry routers b respectively, so it
can be determined by the total bandwidth of the controlled
entry routers set B, = k-b. We proofed this equation in
Appendix. So we can increase total bandwidth of our con-
trolled routers to improve the catch probability.

5.4 Performance Matric

We use the correlation coefficient » matric to measure the
strength of correlation between the time of generating mod-
ified cell and the time of detecting destroy cell. Correlation
coefficient is defined by

2 (x =Xy -y)
xy

r:
\/2 (-7 \/2 -7’
x y

where x is the time of generating modified cell, y is the time
of detecting destroy cell. X and y are the mean values of x
and y.

9)

6. Evaluation

We have implemented the proposed attack in Sect.4, and
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the experimental results have proved the theoretical analysis
presented in Sect. 5.

6.1 Experiment Setup

Our experiment setting is shown in Fig.9. We use Firefox
24.4.0 running on CentOS 6.5 to access the hidden web site
which is deployed on the Apache server in version 2.2.15 on
CentOS 6.5 to offer hidden service, all the onion routers are
installed the stable Tor version 0.2.4.21. A MySQL database
is deployed on the central server to help to save and analyze
data. We modify the torrc file (Tor configuration file) and
set the parameters EntryNodes and StricNodes, so the client
will choose our controlled entry onion router. We also revise
the source code of Tor in order to upload related experimen-
tal data to the central server. We deploy the entry router,
client and hidden server on three different servers in Japan,
Hong Kong and American respectively.

6.2 Experiment Results

To verify the detection rate, we repeat the experiments 500
times for deriving the true positive rate ( the probability that
the client is accurately located). We also do 500 times ex-
periments that the client does not choose our entry router
to evaluate the false positive rate. The true positive rate is
100%, while the false positive rate is 0%.

We have made statistics about Tor routers information
based on the official data [24]. By May 13, 2014, there are
4693 onion routers in the Tor network, including 1947 entry
routers, 885 exit routers, 447 double routers and 1414 non
routers. Figure 10 and Fig. 11 illustrates the bandwidth dis-
tribution of collected onion routers. The bandwidth of about
80% routers is lower than 1MB/s. Although this ratio has
been improved compared to the same period last year which
ratio is more than 90%, onion routers with high bandwidth
is still lack in the Tor network. Based on our theoretical
analysis presented in Sect. 5, if we could manipulate routers
with high bandwidth into Tor network, the probability that
our control routers selected as the entry routers will be much
higher.

We manipulate 20 entry routers into the Tor network
and configure the bandwidth of each router as 10 MB/s in

Client
Hidden

Server

Hidden Service

Fig.9  Experimental network setup.
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Fig.10  Box-and-Whisker Diagram.
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try routers.
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Fig.13  Correlation between time of modifying cells and Time of detect-
ing decryption error.

the torrc file. Figure 12 illustrates the catch probability is
proportional to the increase of the controlled routers.

Figure 13 illustrates the correlation between the time of
modifying cells and the time of decryption errors. As we can
see, there is a linear correlation, since the actual correlation
coefficient between them is one. This strongly confirms that
our attack can indeed deanonymize the hidden service and
locate the client. In addition to its accuracy, our attack can
be very simple, since it only needs to modify and recognize
a single cell.

7. Discussion
7.1 Controlled Routers Not Chosen as Entry Router

The key factor for our work is one of our controlled routers
chosen as the entry router of the client. We have analyzed
and confirmed that the catch probability is in proportion to
the number and bandwidth of controlled entry routers. How-
ever, based on the path selection mechanism of Tor [13],
each Tor node holds a list of trust entry routers, and tends
to select its entry router from this list to reject the poor ef-
ficiency and malicious nodes [16]. To locate the client or
hidden server, firstly we need to reveal the entry guards. A
long time online client or server is feasible to locate since
we have sufficient time to control the entry routers.

As Fig. 5 illustrates, the middle router will receive one
CELL_CREATE cell and two CELL_RELAY cells, and will
relay one CELL_CREATED cell and two CELL_RELAY cells
including a RELAY_-COMMAND_RENDEZVOUS?2 cell to
the client. If our controlled routers is selected as middle
router, we can verify the location of our controlled middle
router based on protocol of hidden service. Then, we can
reveal the IP address of the suspect entry router or bridge.
After we locate the entry router of the client, we can control
of this router. Then we can apply our attack to locate the
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client.
7.2 Feasibility to Control the Hidden Server

At the beginning of Sect.4, we made the assumption that
the attacker maintained a hidden server and intended to find
out who accesses the web site. This assumption falls within
the Tor threat model and without losing of generality. Here
we consider the complicated situation that the attacker is not
the hidden server’s manager. As in references [9], [14], [20],
an attacker not only need to control the entry router but also
control the exit router of the same circuit. For example, Ling
et al. made a stronger assumption in study [9] that the at-
tacker controlled both the entry router and the exit router in
the same Tor circuit, and based on another reference [27],
the real world catch probability can confirm over 60% by
injecting around 4% of onion routers with long uptime and
high bandwidth. Compare with them, our attack is easier to
implement that the attacker just need to control the end edge
of the hidden service (the hidden server or a node between
the server side entry router and the hidden server) to monitor
the traffic and report the information of the Destroy cell. In
practical, there are some feasible measures:

o Attackers can put phishing onion addresses in the Inter-
net, which attract users to access their disguise servers.

e Internet Service Providers (ISPs) or network adminis-
trators located between the exit router and the hidden
server can monitor the network traffic, and attackers
can also manipulate nodes between the hidden server
and the entry router.

o Attackers can compromise the hidden server or an in-
termediate node.

Based on the above basis, our assumption is realistic
and does no harm the impact of the attack.

7.3  Future Work

There are still some areas for investigation in our work in
the future. First, we can investigate the procedure that the
client builds circuit to the introduction point to send the ren-
dezvous points’ cookie to the hidden server. If we could
find a protocol feature, we may improve the true positive
and efficiency of the attack. Second, there are some open
platforms such as ExperimenTor [18] or Shadow [26], we
plan to study the use of these platforms, and deploying our
attack in these Tor network testbed.

8. Conclusion

In this paper, we presented a novel protocol-feature attack
against Tor’s hidden service. Our attack do not rely on traf-
fic analysis or watermarking techniques, and we aim directly
at the protocol of hidden service. Based on the protocol-
feature at the client side of hidden service, we studied, de-
signed, implemented, and evaluated our attack. We theoreti-
cally analyzed the feasibility of our attack and conducted ex-
tensive experiments. The experimental results demonstrated
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that we can locate the client of hidden service with high de-
tection rate and low false positive rate.
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Appendix:

We prove Eq. (8) in this appendix.

Condition 1: Let b as a constant parameter and assume

k is a continuous variable. The first derivative of function
P(k,b) on k is

k-b
dP(k,b) d(_B;+B;)

dk dk
b(B, + B — k- b LoD
B (B, + B,)*
Bikb
~ b(By+k-b+B; - (1- 3(B++B ))) k-b(b=b - 3(B+B,1))
(B, +B,)’ (B, + B,)*
B-B
b(By + Bi = 55.55,)
= > (A1)
(B, +B))
If W, =1 - 5555 > 0, we can derive 5555 < 1,
so 4 (k’b) > 0 Else if W/, = 0, we can derive B, = 0, so

Pk, b) -

B k 5 > 0. So P(k, b) is a monotonous increasing

function in terms of k.

Condition 2: According to Condition 1 and Eq. (5), we

derive
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k-b
Pk, b) = By, +k-b+Bg- W (k) (A-2)

Let k as a constant parameter and assume b is a contin-
uous variable.
k-b

P(b,k) = A3
O = kbt By W) A3

Based on Eq. (A- 2) and (A- 3), we can conclude k and
b are exchangeable variables. So use the same procedure in
Eq. (8), we can prove P(b, k) is also a monotonous increas-
ing function in terms of b.
Proof: Let T = k - b, Eq. (7) can be rewritten
T

PO = g v B WD) (@&t

Based on Condition 1 and 2, P(T) is a monotonous in-
creasing function in terms of 7.
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