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Human-Centered Video Feature Selection via mRMR-SCMMCCA
for Preference Extraction

Takahiro OGAWA†a), Member, Yoshiaki YAMAGUCHI†, Nonmember, Satoshi ASAMIZU††,
and Miki HASEYAMA†, Members

SUMMARY This paper presents human-centered video feature se-
lection via mRMR-SCMMCCA (minimum Redundancy and Maximum
Relevance-Specific Correlation Maximization Multiset Canonical Correla-
tion Analysis) algorithm for preference extraction. The proposed method
derives SCMMCCA, which simultaneously maximizes two kinds of cor-
relations, correlation between video features and users’ viewing behavior
features and correlation between video features and their corresponding
rating scores. By monitoring the derived correlations, the selection of the
optimal video features that represent users’ individual preference becomes
feasible.
key words: Canonical Correlation Analysis, feature selection, preference
extraction, viewing behavior

1. Introduction

In recent years, extraction of users’ individual preference
has become necessary for realizing successful videos re-
trieval and recommendation [1]. In general, even if different
users provide the same rating information (rating scores) for
the same videos, their individual preference for these videos
may be different since each video contains several objects.
Since users’ viewing behavior such as gazing, facial expres-
sion and body movements indicates the users’ attention, it
becomes one of the most important factors to extract the
users’ individual preference. Thus, there have been pro-
posed several methods predicting rating scores of videos on
the basis of the users’ viewing behavior [2]. Although video
features that are closely related to each user’s attention are
different from each other, no previously reported methods
consider this point.

It is necessary to perform selection of video fea-
tures which can reflect each user’s individual preference.
The study of feature selection has been intensively carried
out, and many benchmarking and state-of-the-art methods
such as mRMR (minimum Redundancy Maximum Rele-
vance) algorithm [3] and mRMR-CCA (minimum Redun-
dancy Maximum Relevance-Canonical Correlation Analy-
sis) algorithm [4] have been proposed. Unfortunately, the
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above feature selection algorithms only monitor the rela-
tionship between two modalities, e.g., video features and
their corresponding rating scores which represent prefer-
ence degrees of videos. Although we have proposed feature
selection algorithm using SLPCCA-OC (Supervised Local-
ity Preserving Canonical Correlation Analysis with Ordinal
Classes) algorithm [5], it is difficult to simultaneously use
correlations between video features and “viewing behavior
features and rating scores of users”.

In this paper, we present an mRMR-SCMMCCA (min-
imum Redundancy and Maximum Relevance-Specific Cor-
relation Maximization Multiset Canonical Correlation Anal-
ysis) feature selection algorithm for video preference extrac-
tion. SCMMCCA simultaneously maximizes the two kinds
of correlations centered at the video features to achieve the
feature selection for extracting the individual video pref-
erence. Specifically, we try to find the best video feature
set by solving an optimization problem maximizing “rele-
vance represented by the maximized correlations” and min-
imizing “redundancy represented by the correlation among
features”. This feature selection algorithm using SCMM-
CCA is called “mRMR-SCMMCCA algorithm”, and it is
the biggest contribution of this paper. Consequently, the
users’ individual preference can be extracted as the selection
of the optimal video features by using this non-conventional
algorithm.

2. Video Feature Selection via mRMR-SCMMCCA

This section shows the mRMR-SCMMCCA feature selec-
tion algorithm. First, we explain extraction of video and
viewing behavior features in Sect. 2.1. Furthermore, the spe-
cific feature selection algorithm, which is the biggest contri-
bution of this paper, is presented in Sect. 2.2.

2.1 Feature Extraction from Video and Viewing Behavior

From a training dataset, the proposed method calculates
video features xi (i = 1, 2, · · · ,N) and their corresponding
user’s viewing behavior features yi, where N =

∑M
i=1 ni, and

M is the number of training videos and ni is the number of
frames in ith video, i.e., N becomes the number of all train-
ing samples. Due to the limitation of spaces, we only show
the overview of the calculation of these features below.
Video features (1209 dimensions):
As shown in Table 1, we adopt 145 audio features consist-
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Table 1 Video features and viewing behavior features used in the proposed method.

Feature quantities Dimensions

Audio features consisting of Dynamics, Spectral, Timbre, Tonal and Rhythm obtained by [6] 145

Video features HSV color histogram 64

Bag of visual words based on SURF [7] 1000

2D rectangle region of the face 2

Viewing behavior 3D angle of the face 3

features (face) 3D movement of the head position 3

Facial expression descriptor based on Action unit [8] 6

Distance between the user’s centroid and a display 1

2D movement of the user’s centroid 2

Viewing behavior 2D rectangle region of the body 2

features (body movement) 3D movement of both hands’ position 6

3D movement of both legs’ position 6

Angle of the body based on distance between both shoulders and a display 3

ing of Dynamics, Spectral, Timbre, Tonal and Rhythm ob-
tained by MIRToolbox which is used for music feature ex-
traction [6]. Furthermore, HSV color histogram and Bag of
visual words based on SURF [7] are calculated as the visual
features. Then the video feature vector xi ∈ RDx is obtained
from each ith sample, where Dx = 1209 from Table 1.
Viewing Behavior Features (34 dimensions):
We obtain facial features and body movement features as
shown in Table 1 by using a Kinect sensor. To calculate
the facial features, we detect landmark points on the face,
and a 3D face model† corresponding to the landmark points
is automatically extracted by the Kinect. Then we can ob-
tain the 14-dimensional facial features. For calculating the
body movement features, we obtain a user’s region and
coordinates of the user’s skeleton from the Kinect. Then
20-dimensional body movement features are calculated as
shown in Table 1. Finally, we obtain the viewing behavior
feature vector yi ∈ RDy for each ith sample, where Dy = 34
from Table 1.

2.2 Derivation of mRMR-SCMMCCA Algorithm

This section presents the mRMR-SCMMCCA feature se-
lection algorithm that is derived on the basis of the rela-
tionship estimation between video features and “viewing
behavior features and rating scores”. First, we define a
video feature matrix X ∈ RDx×N and a viewing behavior
feature matrix Y ∈ RDy×N as X = [x1, x2, · · · , xN] and
Y = [y1, y2, · · · , yN], respectively. Furthermore, the corre-
sponding user’s rating scores representing degrees of video
preference are defined as li ∈ {1, 2, · · · ,R} (i = 1, 2, · · · ,N),
and l = [l1, l2, · · · , lN] ∈ R1×N is also defined, where R is
the number of grades. In SCMMCCA, we try to solve the
following optimization problem, which maximizes the sum

†This 3D face model outputs head poses and facial expres-
sion descriptor based on Action Units [8], and the Microsoft Face
Tracking Software Development Kit for Kinect for Windows (Face
Tracking SDK) supports six Action Units (Upper lip raiser, Jaw
lowerer, Lip stretcher, Brow lowerer, Lip corner depressor, and
Outer brow raiser).

of the two kinds of correlations, the correlation between X
and Y (video,behavior) and the correlation between X and l
(video,rating), to obtain the optimal projections wx ∈ RDx ,
wy ∈ RDy and wl ∈ R1:

arg max
wx,wy,wl

wT
x XYTwy + w

T
x XlTwl

s.t. wT
x XXTwx + w

T
y YYTwy + wl llTwl = 1. (1)

As shown in the above equation, SCMMCCA tries to
maximize the sum of the two kinds of correlations of
(video,behavior) and (video,rating). Whereas multiset
CCA tries to maximize the sum of the correlations of all
pairs [9], SCMMCCA maximizes the sum of specific cor-
relations, i.e., the sum of the two kinds of correlations of
(video,behavior) and (video,rating). Note that if we do not
use the vector l, we can monitor only the relationship be-
tween the video features and the viewing behavior features.
Since the viewing behavior is caused from visual and audio
stimuli, we have to distinguish the viewing behavior features
related to the preference and those not related to the prefer-
ence. Therefore, in order to remove the features unrelated to
the user’s preference, we need to use the vector l.

From the Lagrange multiplier approach, the optimal
projections are obtained by solving the following general-
ized eigenvalue problem:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 XYT XlT

YXT 0 0
lXT 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣
wx

wy
wl

⎤⎥⎥⎥⎥⎥⎥⎥⎦ = λ
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
XXT 0 0

0 YYT 0
0 0 llT

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣
wx

wy
wl

⎤⎥⎥⎥⎥⎥⎥⎥⎦ .

(2)

The eigenvalues λSCMMCCA
d (d = 1, 2, · · · ,Dx + Dy + 1;

λSCMMCCA
d > λSCMMCCA

d+1 ) corresponding to λ which are ob-
tained by solving the above eigenvalue problem represent
the strength of the relationship between the video features
and “the viewing behavior features and the rating scores”.
The proposed method defines

ρSCMMCCA(X,Y, l) = λSCMMCCA
1 (3)

as a new criterion corresponding to the relevance between
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Table 2 Quantitative evaluation of the proposed method and the previously reported methods.

Our method mRMR-CCA (video,rating) mRMR-CCA (video,behavior) SLPCCA-OC mRMR

MAE MZE MAE MZE MAE MZE MAE MZE MAE MZE

Subject1 0.771 0.625 0.822 0.637 0.956 0.644 0.952 0.642 0.956 0.644

Subject2 0.719 0.557 0.672 0.547 0.788 0.621 0.814 0.611 0.750 0.593

Subject3 0.949 0.692 0.994 0.706 1.323 0.776 1.134 0.784 1.175 0.754

Subject4 0.896 0.653 0.913 0.664 1.088 0.699 1.041 0.683 1.067 0.700

Subject5 0.553 0.511 0.575 0.527 0.622 0.600 0.620 0.593 0.622 0.600

Average 0.778 0.608 0.795 0.616 0.955 0.668 0.912 0.663 0.914 0.658

the video features and the two user-related features for se-
lecting the optimal video features.

By using the relevance criterion defined in Eq. (3), we
derive a new feature selection algorithm, i.e., the mRMR-
SCMMCCA algorithm. Specifically, we perform the op-
timal feature selection one-by-one in the same manner as
the previously reported feature selection algorithms [3], [4].
Specifically, the selection of kth optimal video feature is per-
formed as

max
mdx∈ΩX−S k−1

[
ρSCMMCCA(mdx ,Y, l) − ρCCA(mdx , Ŝk−1)

]
,

(4)

where mdx ∈ R1×N (dx = 1, 2, · · · ,Dx) is a vector including
dxth row of X. Furthermore, ΩX is a set of all video features
mdx (dx = 1, 2, · · · ,Dx), S k−1 is a set of video features se-
lected in the previous k − 1 iterations, and Ŝk−1 ∈ R(k−1)×N

is a matrix whose rows are these k − 1 selected features.
Note that ρSCMMCCA(mdx ,Y, l) and ρCCA(mdx , Ŝk−1) respec-
tively correspond to the relevance and the redundancy of the
features.

In Eq. (4), ρCCA(·, ·) is a function which outputs canon-
ical correlation between two multi-dimensional variates.
Given two arbitrary matrices A ∈ RDA×N and B ∈ RDB×N ,
the specific definition of ρCCA(A, B) is given as

ρCCA(A, B) = max
wa,wb

wT
a ABTwb√

wT
a AATwa

√
wT

b BBTwb

, (5)

where wa and wb are projections maximizing the canonical
correlation between the two variates A and B. By using the
Lagrange multiplier approach, we obtain the optimal solu-
tions of wa and wb and their corresponding correlation co-
efficients λCCA

d (d = 1, 2, · · · ,min(DA,DB); λCCA
d > λCCA

d+1 ).
Then ρCCA(A, B) in Eq. (5) becomes λCCA

1 . As shown in
Eq. (5), it corresponds to the solution of the general CCA
problem.

As shown in Eq. (4), the mRMR-SCMMCCA algo-
rithm can find the optimal video features which have the
maximum correlation with the two user-related features and
the minimum correlation each other.

Although the metric space used for ρSCMMCA(mdx ,Y, l)
and ρSCMMCA(md̃x

,Y, l) (dx � d̃x) can be different, we try
to monitor the maximum correlation existing between the
three variables. The aim of the proposed method is to find
the video features which have the biggest relationship with

the viewing behavior and the rating scores. Therefore, we
simply monitor the maximum correlation obtained by per-
forming the SCMMCCA as shown in Eq. (3). This idea was
also adopted in the mRMR-CCA algorithm [4].

3. Experimental Results

In order to verify the effectiveness of our method, this
section shows experimental results. In this experiment,
15 videos related to three genres, “movie”, “news” and
“sports”, were prepared, where five videos were contained
in each genre. The length of each video was 60 seconds.
Five subjects watched these videos in the standing position
at a place about two-meters away from a 15-inch display.
The Kinect was set on the display to obtain the subjects’
viewing behavior. The video features and their correspond-
ing users’ viewing behavior features were calculated every
0.5 seconds, and we obtained 1800 samples for the evalu-
ation. Since it was difficult to obtain rating scores in such
short periods, the subjects performed the ratings every ten
seconds in five grades, i.e., five ordinal classes (R = 5), after
watching all of the videos. In this experiment, we adopted
the above conditions for the simplicity of the experiment
procedures.

For these datasets, we performed feature selection and
predicted rating scores of videos based on SVOR (Sup-
port Vector Ordinal Regression) [10]. We conducted 15-fold
cross-validation to compare the performance of our method
with those of some comparative feature selection methods
by using two evaluation metrics, MAE (Mean Absolute Er-
ror) and MZE (Mean Zero-one Error). It should be noted
that we used the Gaussian kernel for SVOR, and its kernel
parameter was determined based on the grid search [11] us-
ing MAE. Results of the final rating prediction are shown in
Table 2. For comparisons, we adopted the benchmarking
and state-of-the-art methods [3]–[5], where mRMR algo-
rithm and mRMR-CCA algorithm are the feature selection
methods only focusing on two modalities, (video,rating) or
(video,behavior). In the mRMR algorithm [3], the mutual
information was used.

The effectiveness of our method can be confirmed from
the experimental results shown in Table 2. The direct com-
parison between the canonical correlation and the mutual in-
formation corresponds to the comparison between mRMR-
CCA (video,rating) and mRMR in Table 2. Then the effec-
tiveness of the use of the canonical correlation for the fea-
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Fig. 1 Projection results of video features and viewing behavior features based on our method
(mRMR-SCMMCCA algorithm), mRMR-CCA algorithm [4] and SLPCCA-OC algorithm [5]. The hor-
izontal and vertical axes correspond to the projection results of video features and viewing behavior
features, respectively.

ture selection can be verified. Furthermore, Fig. 1 shows
projection results of video features and viewing behavior
features obtained by our method (mRMR-SCMMCCA algo-
rithm), the mRMR-CCA algorithm (video,behavior) and the
SLPCCA-OC algorithm, where the corresponding graphs of
the mRMR-CCA algorithm (video,rating) and the mRMR
algorithm cannot be obtained since they only focus on the
relationship between video features and rating scores. From
Fig. 1, it can be seen that the proposed method provides the
best projections that can separate the samples belonging to
different classes, i.e., having different rating scores, based
on the SCMMCCA.

4. Conclusions

A novel video feature selection algorithm (mRMR-
SCMMCCA algorithm) for preference extraction has been
presented in this paper. The experimental results have
shown the superiority of our method and indicated that it
becomes feasible to extract the users’ individual preference
as the selection of the optimal video features.
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