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Using Machine Learning for Automatic Estimation of Emphases in
Japanese Documents

Masaki MURATA†a), Member and Yuki ABE†b), Nonmember

SUMMARY We propose a method for automatic emphasis estimation
using conditional random fields. In our experiments, the value of F-
measure obtained using our proposed method (0.31) was higher than that
obtained using a random emphasis method (0.20), a method using TF-IDF
(0.21), and a method based on LexRank (0.26). On the contrary, the value
of F-measure of obtained using our proposed method (0.28) was slightly
worse as compared with that obtained using manual estimation (0.26–0.40,
with an average of 0.35).
key words: machine learning, automatic estimation, emphasis, bold, con-
ditional random fields

1. Introduction

Emphasis, using colored or bold fonts and/or underlines, of-
ten eases the readability of a document. Including emphasis
in a document allows the reader to quickly survey its in-
formation arrangement and read it more selectively. If em-
phases could be automatically generated for a document, it
would promote quicker reading and support the creation of
a more readable document for authors. Therefore, we aim
to apply emphases to documents automatically.

In this study, we propose a method using supervised
machine learning with conditional random fields (CRF) [1]
for automatic emphasis estimation. In CRF, we can use esti-
mated emphases as features and lay emphasis on important
phrases comprising series of words. The term frequency-
inverse document frequency (TF-IDF) is useful for extract-
ing important words and titles; moreover, TF-IDFs are also
used as features in CRF. We considered automatic emphasis
estimation in Japanese documents.

Previous studies have addressed the problem of auto-
matically placing emphases in a document [2]. In addition,
nouns and unknown words that appeared in a title have also
been emphasized [2]. However, their method cannot empha-
size the crucial nouns and unknown words that are used else-
where in the document and not in the title.

There have also been studies on summarization [3], [4],
which are related to emphasis because emphasizing also ex-
tracts the important parts from a document. Nomoto used
CRF for sentence compression and also used syntactic infor-
mation to improve the readability of the summarized docu-
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ments [3]. Shen et al. used CRF to extract the features used
in machine learning for summarization [4]. Although sum-
marization is similar to emphasis estimation, a crucial dif-
ference between them exists: in summarization, the output
should comprise complete sentences. By contrast, in em-
phasis estimation, the output need not comprise complete
sentences and can take the form of phrases or characters.

The important aspects of this study are summarized be-
low.

• This study is novel in that we perform automatic em-
phasis estimation using machine learning.
• Our method is useful because it has higher performance

than other comparable approaches. The value of F-
measure (a harmonic average of the recall and preci-
sion rates) obtained using our proposed method (0.31)
was higher than that obtained using a random empha-
sis method (0.20), a method using TF-IDF (0.21), and
a method based on LexRank (0.26) [5].
• Although one may think that the value of F-measure

obtained using our method (0.28) is low, that obtained
using manual estimation (0.26 to 0.40, with an average
of 0.35) is also low. Therefore, the performance of our
method is satisfactory.
• Using supervised machine learning, our proposed

method can easily use several features (pieces of infor-
mation). Further improvements in performance could
be achieved by increasing the number of features.
• We noticed a case in which performance improved by

using training and test data from documents by the
same author. This shows that it may be possible to
place different emphases for each author by using doc-
uments by the same author as training data.

2. Task

Initially, we took a set of documents with emphasis in-
cluded. The emphasis was then eliminated from the doc-
uments; they were used as an input to our system. The out-
puts were the documents in which emphasis had been added.
Considering the overlaps between the emphases in the out-
put and original documents, an evaluation was performed.
An output document that had more emphasis overlaps with
its original document was considered to be a better result.
Here, we consider the emphases in the original documents
to be correct.

Copyright c© 2017 The Institute of Electronics, Information and Communication Engineers
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3. Our Proposed Method

In this study, we propose a method for automatically esti-
mating emphasis using supervised machine learning.

We use CRF++, a tool that can create CRF for use in
named-entity extraction.

Input documents are divided into words. The method
judges whether or not each word should be emphasized, and
estimates the necessary emphases using the accumulated re-
sults.

3.1 CRF

CRF is a discriminative model that labels series using a
maximum entropy method. Because CRF can obtain bet-
ter results than Hidden Markov models, which perform the
same series labeling, CRF has been applied in several fields
such as morphological analysis [6] and named-entity extrac-
tion [7].

In this study, emphases were estimated for each doc-
ument using CRF with a standard chain model. Using
the following equation, P(y|x) was used to obtain an out-
put sequence, y = y1, y2, . . . , yn, from the input sequence
x = x1, x2, . . . , xn.

P(y|x) =
1

Z(x)
exp

⎛⎜⎜⎜⎜⎜⎜⎝
n∑

i=1

k∑

t=1

λt ft(yi−1, yi, x)

⎞⎟⎟⎟⎟⎟⎟⎠ (1)

Z(x) is the normalization constant, such that the sum of the
probabilities of all the sequences is equal to 1. The feature
functions, ft, depend on the position i, output labels yi, yi−1,
and the input sequence x. λi is the weighting factor for fea-
ture function fi and was determined by learning. The output
labels y∗, maximizing the probability obtained by Eq. (1),
were obtained from the following equation.

y∗ = arg max
y

p(y|x) (2)

In this study, an input sequence xi corresponds to a se-
quence of words in a sentence. The corresponding output
sequence yi indicates whether each word should be empha-
sized.

3.2 Feature Template

Feature templates were used to define the feature functions
used in Eq. (1). To define the feature functions in this study,
we used feature information from the word currently being
processed as well as the two words immediately before and
the two words immediately after it. We also used the output
label of the word immediately preceding the current word.

3.3 Features

The information required for emphasis estimation was used
for the features. Because this is similar to summarization,

we used the same TF-IDF and context information (para-
graph information and title information) for the features.
The features used for machine learning (along with their
functions) are as follows.

Word: a word is used as a feature.
Part of speech: the part of speech (POS) of a word is used

as a feature.
TF-IDF of a word: the ranges, according to the value of

TF-IDF of a word, are used as features.
The average TF-IDF of the words in a sentence: the TF-

IDF values calculated for words are averaged per sen-
tence. The ranges, according to the averaged TF-IDF
values, are used as features.

Paragraph information: it determines whether the cur-
rently targeted word is in the first sentence of a para-
graph, the last sentence of a paragraph, or elsewhere.

Title information: it determines whether a currently tar-
geted word is in the title of the document.

TF-IDF is a method for assigning high values to cru-
cial words in a document, and it enables us to use crucial
words that do not exist in the title. Because a sentence con-
taining many words with high TF-IDF values is likely to be
important, we use the average TF-IDFs of sentences as fea-
tures. Likewise, because the sentences at the beginning and
end of a paragraph are often important, we use this to add
additional features.

4. Experiment

4.1 Preparing the Experimental Dataset

We acquired 331 reports (March 2012) from http://www.
lifehacker.jp/, which is a lifestyle website. Emphasis was
added to the acquired reports, limited to one type (bold font),
and the 331 acquired reports were used as a training dataset.
The average number of characters per report was 961, and
the average number of bold characters was 173.

4.2 Baseline Methods

In this study, we used three types of baseline methods: a
random emphasis method, a TF-IDF method, and LexRank.

The random emphasis method judged that sentences
selected at random should be emphasized. The TF-IDF
method judged that sentences with average TF-IDFs above a
given constant value should be emphasized. LexRank [5] is
a graph-based summarization method. We used Summpy†
to implement LexRank. LexRank in our study outputs a
number of sentences proportional to the number of charac-
ters in the document.

4.3 Automatic Estimation of Emphasis

We conducted experiments using machine learning to add

†https://github.com/recruit-tech/summpy
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Table 1 Automatic emphasis estimation.

Method Recall Precision F-measure
Our proposed method 0.31 0.31 0.31
Random emphasis method 0.20 0.20 0.20
TF-IDF method 0.21 0.21 0.21
LexRank 0.26 0.26 0.26

emphasis to the documents from which the emphasis had
been eliminated.

The total number of characters emphasized by each
method across all the documents used in the experiment was
adjusted to match the total number of emphasized characters
in the correct answers.

Adjustment of the number of emphases output by our
proposed method was executed using n-best, a function of
CRF++. First, the emphases in the best output were added
to the output, followed by the emphases in the second-best
output. This was repeated until the number of output em-
phases was more than or equal to the number of correct an-
swers.

Using the 331 documents obtained in Sect. 4.1, a five-
fold cross validation was used for evaluation. We verified
the validity of our proposed method by automatically com-
paring the estimated emphases with the original emphases in
the documents and calculating the recall rate, the precision
rate, and the F-measure value of the emphases per word†.
The recall rate is the number of words correctly emphasized
by the method divided by the number of words emphasized
in the original documents. The precision rate is the number
of words correctly emphasized by the method divided by
the total number of words emphasized by it. As mentioned
above, the F-measure value is the harmonic average of the
recall and the precision rates.

The results of automatic emphasis estimation are
shown in Table 1. The proposed method outperformed the
three baseline methods with an F-measure value of approx-
imately 0.3. Using a one-sided sign test on the F-measures
of the 331 training documents, a significant difference be-
tween the performance of our proposed method and each of
the other methods exists at a significance level of 0.05.

4.4 Effectiveness of Features

We investigated the manner in which each feature con-
tributed to machine learning performance by examining the
results when only one feature was used for estimation and
when one feature was eliminated. We used the same exper-
imental conditions as in Sect. 4.3 other than features.

The experimental results are shown in Tables 2 and 3.
The F-measure values went down most strongly when the
POS feature was eliminated. Thus, we find that the POS
feature is particularly important to estimate emphases.

†In the evaluation, the emphases obtained by each method were
judged to be correct when the location of the emphasis was identi-
cal to the location of the emphasis in the original document.

Table 2 Performance using only one feature.

Used features Recall Precision F-measure
All features 0.31 0.31 0.31
Word 0.23 0.22 0.23
POS 0.28 0.28 0.28
TF-IDF of a word 0.22 0.22 0.22
TF-IDF in a sentence 0.21 0.21 0.21
Paragraph information 0.20 0.20 0.20
Title information 0.23 0.23 0.23

Table 3 Performance when eliminating one feature.

Eliminated features Recall Precision F-measure
None 0.31 0.31 0.31
Word 0.29 0.29 0.29
POS 0.24 0.25 0.24
TF-IDF of a word 0.30 0.30 0.30
TF-IDF in a sentence 0.28 0.28 0.28
Paragraph information 0.28 0.28 0.28
Title information 0.27 0.27 0.27

Table 4 Number of documents written by each author.

Author No. of documents
Author 1 327 (326)
Author 2 326 (326)
Multiple authors 1,930 (326)

4.5 Performance When the Author Is Specified

Deciding the portions of a document to emphasize depends
on the individual. Therefore, it is possible that machine
learning performance will drop when the dataset used for
learning contains various authors’ documents. Therefore, in
this section, we investigate machine learning performance
when the same author is used for both the training and test
datasets. We selected two authors and used only the doc-
uments written by those authors between January and June
2012 for http://www.lif ehacker.jp/.

The number of documents written by the authors se-
lected for our experiment is listed in Table 4. When the
number of data items used for each method in an experi-
ment differs, it is difficult to judge whether the difference
is a true reflection of the performance of each method or
whether it should be attributed to the number of data items.
Therefore, in this study, we used the same number of data
items for each method. For each author in Table 4, 326 doc-
uments were selected at random from the documents written
by them. For the multiple authors case, 326 documents were
selected at random from all the documents written between
January and June 2012, and a five-fold cross validation was
performed. The table describes the number of documents
written by each author between January and June 2012. The
numbers enclosed in parentheses are the numbers of data
items by each author used in the experiment.

The results are presented in Table 5. The F-measure
value for Author 1 (0.37) far exceeds that for multiple au-
thors (0.31), indicating that the performance of this method
using the same author for the training and test datasets can
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Table 5 Automatic emphasis estimation when the author is specified.

Author Recall Precision F-measure
Author 1 0.37 0.37 0.37
Author 2 0.32 0.32 0.32
Multiple authors 0.31 0.31 0.31

Table 6 Comparison between our proposed method and manual
estimation.

Method Recall Precision F-measure
Our proposed method 0.28 0.28 0.28
Manual estimation 0.35 0.36 0.35
(Average of the three subjects)
Manual estimation 1 0.40 0.41 0.40
Manual estimation 2 0.39 0.40 0.40
Manual estimation 3 0.26 0.27 0.26

be higher than the case in which multiple authors are used.
However, the F-measure value of Author 2 was not as high
(0.32). We therefore find that the performance improvement
depends on the author as well.

4.6 Comparison of the Proposed Method with Manual Es-
timation

In this section, we compare the performance of our proposed
method with manual estimation.

In manual estimation, the emphases in a document are
not known to the subject, who then estimates the emphases.
Three subjects† were used in the experiment. To study
the locations of the emphases occurrence in documents be-
fore the experiment began, each subject had the opportunity
to read twenty sample documents with emphases included.
The sample documents were different from the documents
used in the experiment.

Owing to the difficulty in preparing the same number
of data items for manual estimation as that used in Sect. 4.3,
the number of documents used was set to ten, namely the
first ten of the documents used previously in Sect. 4.3. The
number of characters output by our method and by manual
estimation was set to 2,200, that being the total number of
emphasized characters in the correct documents. The av-
erage number of characters per report was 1,460, and the
average number of bold characters was 220.

For our proposed method, the estimation results for the
ten evaluation documents were obtained from the results of
the five-fold cross validation discussed in Sect. 4.1.

The results of comparing the proposed method with
manual estimation are presented in Table 6. The table shows
the manual estimation results of the three subjects, where
“Manual estimation X” indicates the result of the Xth sub-
ject.

We found that the F-measure value of manual estima-
tion is not that high (0.26 to 0.40, with an average of 0.35).
Although one might think that the F-measure value of our
method (0.28) is low and that of the manual estimation is

†The subjects were university students and are not authors of
this paper.

also low; therefore, our method actually performs satisfac-
torily, even if it is not as good as manual estimation.

5. Conclusions

In this study, a method for automatically estimating which
parts of a document to emphasize using supervised machine
learning was proposed. In an experiment that automatically
estimated emphases in terms of word units, the F-measure
value (0.31) was higher than that obtained using a random
emphasis method (0.20), a TF-IDF method (0.21), and a
method based on LexRank (0.26), confirming the efficacy
of our proposed method. By conducting experiments to
examine the effectiveness of particular features, we found
that the POS feature was particularly important in estimat-
ing emphases. In an experiment using the same author for
the training and test datasets, we observed a case where the
F-measure value (Author 1: 0.37) using a single author was
higher than obtained using the F-measure (0.31) when sev-
eral different authors were used. However, comparing our
proposed method with manual estimation, the F-measure
value obtained using our proposed method (0.28) was worse
than that obtained using manual estimation (0.26 to 0.40,
with an average of 0.35).
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