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SUMMARY In the past, the security of industrial control systems was
guaranteed by their obscurity. However, as devices of industrial control
systems became more varied and interaction between these devices became
necessary, effective management systems for such networks emerged. This
triggered the need for cyber-physical systems that connect industrial con-
trol system networks and external system networks. The standards for the
protocols in industrial control systems explain security functions in detail,
but many devices still use nonsecure communication because it is difficult
to update existing equipment. Given this situation, a number of studies
are being conducted to detect attacks against industrial control system pro-
tocols, but these studies consider only data payloads without considering
the case that industrial control systems’ availability is infringed owing to
packet reassembly failures. Therefore, with regard to the DNP3 protocol,
which is used widely in industrial control systems, this paper describes at-
tacks that can result in packet reassembly failures, proposes a countermea-
sure, and tests the proposed countermeasure by conducting actual attacks
and recoveries. The detection of a data payload should be conducted after
ensuring the availability of an industrial control system by using this type
of countermeasure.
key words: industrial control system, DNP3, reassembly, availability

1. Introduction

In the past, the security of industrial control system net-
works was guaranteed because these networks were not con-
nected to external networks. However, current industrial
control system networks interface with existing external net-
works through a cyber-physical system in order to manage
devices located at many different sites. Although a cyber-
physical system can enable the efficient control of many
devices from a control center, access routes from external
networks to industrial control system networks now exist.
Cyber-attacks through these routes are a serious threat to
old and nonsecure equipment. Thus, some protocols used in
industrial control systems specify security functions in their
standards, but security patching runs the risk of malfunc-
tions and is difficult owing to the nature of industrial con-
trol systems. Furthermore, certain older equipment with low
performance should be replaced to achieve better security.

Considering these circumstances, T. Mander et al. [1]
conducted a rule-based study to detect the attacks of a pay-
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load by making payload rules, and Carcano et al. [2] cov-
ered the overall fields of the DNP3 protocol for whitelist
rules to detect attacks. H. Lin et al. [3] conducted a study to
detect attacks based on the specification information of the
DNP3 protocol, and Yun et al. [4] conducted anomaly detec-
tion using burst-based communication patterns. J. Nivethan
et al. [5] described a Linux-based firewall for the DNP3 pro-
tocol, and A. Shahsavari et al. [6] and H. Xu et al. [7] con-
ducted data payload analyses of smart grids.

Unfortunately, all of these techniques focus on detect-
ing attacks against data payloads and do not examine packet
reassembly failures. This can be achieved by considering
availability, which is the most important characteristic in the
operation of an industrial control system. East et al. [8] de-
scribed attacks that disrupted the reassembly of a message.
The availability of the industrial control system must be en-
sured before detecting a data payload. This can be achieved
by eliminating problems in obtaining data by recovering that
data when the packet reassembly information is incorrect.
After this procedure, the detection of data payloads should
be conducted.

In this paper, we examine attacks that target Distributed
Network Protocol 3.0 (DNP3) and disable the packet re-
assembly. We propose and test a countermeasure to these
attacks. The DNP3 protocol is widely used in the Industrial
Control Systems (ICS) network. More than 75% of power
utilities in North America reported using the DNP3 proto-
col as part of their Supervisory Control and Data Acquisi-
tion (SCADA) system [9]. Therefore, we chose the DNP3
protocol to describe attacks and recovery measures. Note
that these attacks and recovery measures can be applicable
to other ICS protocols such as Modbus.

Our paper is structured as follows. We describe the
DNP3 protocol and its architecture in Sect. 2. We present
attack cases by fields containing the main information on
reassembly, and propose recovery measures, in Sect. 3. In
Sect. 4, we verify these measures by conducting actual at-
tacks. We present the conclusion of this paper in Sect. 5.

2. DNP3 Protocol

In this section, we describe the DNP3 protocol, its current
security status, and contents related to packet reassembly.

2.1 DNP3 Protocol and Its Security

DNP3 is a protocol that is widely used to obtain data and
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Fig. 1 Transport function architecture

remote control in an industrial control system. DNP3 was
developed in 1994 and was adopted as the IEEE 1815-
2010 [10] standard in 2010. Its latest version is IEEE
1815-2012 [11]. A newer version is under development.
DNP3 had been used for a long period since its develop-
ment in 1994. There was research into security for the
DNP3 protocol, including cryptographic technologies, be-
fore 2010 [12], [13]. Since then, DNP3 has provided Secure
Authentication as a security capability.

However, Secure Authentication V2 of IEEE 1815-
2010 has been deprecated, and only Secure Authentication
V5 of IEEE 1815-2012 can provide security that is suitable
for the current environment [15]. Therefore, older products
cannot support Secure Authentication V5 or should be up-
dated to support it. A number of industrial control systems
still use the DNP3 protocol but do not support security func-
tions. To detect attacks targeting the DNP3 protocol, many
studies [1]–[5] have been conducted.

However, these studies focus on detecting attacks on
reassembled packets, and do not address attacks on the frag-
ments before reassembling. East et al. [8] showed the vul-
nerability of fragmented packets, and Lee et al. [14] con-
ducted modification attacks to DNP3 that could be used to
attack fragmented packets.

Therefore, when applying detection techniques [1]–[7],
the availability is infringed. In addition, the detection en-
gine could become useless because data payload informa-
tion cannot be reassembled normally, even when the re-
assembly information of a DNP3 packet is wrong by only
1 bit. Thus, correct packet reassembly should be conducted
before the detection of a data payload. This can also mini-
mize any infringements on availability.

2.2 DNP3 Protocol Architecture and Its Treatment
Method

The DNP3 protocol is largely divided into a data link layer,
Transport Function, and application layer, as shown in
Fig. 1. In the application layer, when the size of the data to
be transmitted is too large to be treatable, the data becomes
fragments with an Application Header (AH). In the trans-
port function, a fragment that is larger than the transmittable
size can again be divided into segments with a Transport
Header (TH). Generally, however, data of a treatable size
in the transport function is used. Without further segmenta-

Fig. 2 Transport function architecture

Fig. 3 State diagram according to FIN, FIR, and sequence

tion, and with a Data Link Header (LH) added, the message
is finally sent through the physical layer. This paper focuses
on the Transport Function layer. As shown in Fig. 2, the
Transport Function is only 1 byte. It is composed of FIN
(Final) and FIR (First) of 1 bit and a Sequence of 6 bits. FIN
and FIR indicate the beginning and end of a segment, re-
spectively, and the Sequence is used to detect duplicate and
missing segments.

A state diagram for a data acquisition message that in-
cludes FIN, FIR, and Sequence is shown in Fig. 3. This
is defined in the IEEE 1815-2012 standard. If FIR, FIN,
and Sequence are abnormal, that segment, already-received
segments, and subsequent segments are discarded, and the
state returns to idle (the state that exists before sending a re-
quest). Consequently, the master cannot acquire the data for
the request. However, when a newly-received segment’s se-
quence is the same as the previous sequence, only the newly-
received segment is discarded, and the master waits for the
next normal segment.

Except for data acquisition, the control command is
same in that it always discards the message. However, be-
cause the control command directly affects the equipment,
even a 1-bit error cannot be undervalued. Therefore, when
the sequence of a control command is abnormal, someone
only follows command discarding procedure after discard-
ing segment it as shown in standard, it is not an object of
reassembly recovery dealt in this paper.

3. Attack on DNP3 Reassembly Cases, and Recovery
Measure

In this section, we describe possible attacks and a recovery
measure with regard to packet reassembly.

Since DNP3 does not specify the names of data points,
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Fig. 4 Manipulation of FIN and FIR

it is impossible to know what data is indicated by each data
point without having additional information. Thus, when an
attacker manipulates data arbitrarily without prior knowl-
edge of a data point, the attack fails to achieve meaning-
ful results. By contrast, even a 1-bit change in the field of
the Transport Function can make the reassembly of a packet
impossible, and the packet will be discarded. This can se-
riously affect the availability. Depending on the implemen-
tation, incorrect changes to the Cyclic Redundancy Check
(CRC) could also produce the same results.

To perform an attack, the attacker must be able to
sniff network packets and transmit manipulated FIN/FIR/
Sequence packets. An attacker with these capabilities can
infringe on the availability of a control system by making a
change of only 1 bit to a FIN/FIR/Sequence field.

3.1 Manipulation of FIN and FIR

DNP3 indicates the beginning and the end of a segment as
FIR and FIN, respectively, and does not have a field that de-
fines the length of a message before it is segmented. There-
fore, when even 1 bit of information from a FIN or FIR is
transmitted abnormally, correct reassembly is impossible.
For example, if an attacker manipulates FIN of a segment
from 0 to 1, the segment is recognized as the final segment,
and the subsequent segment is discarded. By contrast, when
an attacker manipulates FIN from 1 to 0, the system will
wait for a subsequent segment.

If an attacker manipulates FIR of a segment from 0 to
1, the system will recognize it as the beginning of a new
response, and because a new response starts without receiv-
ing a segment with an FIN of 1, the system will discard the
already-received segment, the manipulated segment, and the
subsequent segment. By contrast, when an attacker manip-
ulates FIR of a segment from 1 to 0, the system will discard
the segment and wait for a segment in which FIR is 1, and
will wait until a time-out occurs. An example of the manip-
ulation of FIN and FIR is shown in Fig. 4.

Fig. 5 Unsolicited response between read request and solicited response-
captured packet using Wireshark

3.2 Sequence Manipulation

The DNP3 protocol recommends that when you transmit
packets by fragmenting, you should transmit the fragments
one by one, rather than one packet at a time, and receive
an ACK packet in return. In addition, even when using
User Datagram Protocol (UDP), the fragments can be out
of order because they are all transmitted at one time. Ac-
tually, when we analyzed DNP3 protocol packets from en-
ergy control systems, there were no packets that were out of
order. Therefore, manipulating a sequence in general situa-
tions may not be a significant issue.

However, sequence manipulation could be a problem if
the master receives (in addition to a solicited response for
a request) many responses, including unsolicited responses
that are generated by the equipment without a request mes-
sage. This is shown in Fig. 5, where there is a read request
from the master (6916), and the master receives an unso-
licited response from outstation (6917). Then, the master
receives a solicited response (6922). In this situation, the
master needs to determine whether the received response is
a solicited response for the request, or if it is an unsolicited
response.

In addition, when a sequence loses its own function
of detecting duplicate and loss segments when ignoring a
sequence, we need a recovery measure that considers this
point.

3.3 Recovery Measure

Our proposed recovery measure can be divided into four
steps: 1) routinization of network characteristics to deter-
mine and routinize the characteristics of the DNP3 network
to be recovered, 2) identification of the first segment in-
cluding payload header, 3) identification of mid-segments
to identify and sort the mid-payload segments, and 4) final
segment identification and reassembly to identify the final
payload segment and reassemble it, or to identify an abnor-
mal segment and treat it as abnormal.

3.3.1 Routinization of Network Characteristics

The first step prepares the main information required for the
process of reassembly. This information includes 1) the ap-
plication layer header of the data payload for identifying
the first segment, 2) the difference between data to distin-
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guish the mid-segment, and 3) the number of data points to
identify the final segment and to verify the reassembly. The
essential information in the application layer header is the
Request/Response Object group type. For precise identifi-
cation, it sometimes needs to store additional information
such as a variation and qualifier field. Through the type of
object group, it is possible to anticipate the response payload
header for a request and to identify the first segment of a re-
sponse suitable for a request, even when receiving a number
of response messages including unsolicited responses.

The information for identifying the mid-segment is re-
quired only when a segment is divided into four parts or
more. Since the mid-segment includes only the data pay-
load, it is difficult to determine this payload by only exam-
ining its structure. Considering that the data of an industrial
control system has its own regularity, it is possible to map it
partially to the right sequence of a mid-segment that is simi-
lar to the previous response segment of data, and it needs to
extract and routinize the information on it. This paper does
not describe this kind of information extraction, which will
be conducted in future research.

The information needed to identify the final segment
is a data point address range or the number of data points.
When the data point address range is used variably in a re-
quest, the information on the data point address range is re-
quired. Otherwise, the number of data points is required.
With the information on the data point address range or the
number of data points, it is possible to determine the number
of data points included in the final payload segment. Using
the length difference from the previous packet, it is possible
to identify the final payload segment, and to compare the
total number of received data points, to verify reassembly.

The best measure for this rule is to use the main
information by routinizing it after analyzing the data
sent/received between the master and an outstation. This is
accomplished by using the information on the DNP3 com-
munication operation. However, if it is impossible to rou-
tinize by using information on the DNP3 communication
operation and samples of communication data to grasp its
rules are not enough, it is impossible to recover segments.
The reason is the difficulty in determining the class data
request answering in a specific situation, or data requests
for all usable point lists. Therefore, to distinguish between
the mid-segments, it is required to routinize the type of re-
quest/response objects, the data range or its number, and the
information. This is accomplished by using the information
on the DNP3 operation or enough samples of communica-
tion data sets.

Table 1 lists key information for the routinization of
network characteristics.

3.3.2 Identification of First Segment

In the second step, first it needs to write the information on
the main header field of the expected response message by
referring to the written rules for the data object group of
the request packet. When the received segment is compared

Table 1 Information for routinization of network characteristics

Fig. 6 State diagram to identify the first segment

with the head information already written, the matched seg-
ment is the first segment. Thus, it is possible to distinguish
a solicited response from the received unsolicited response
because the header information is different. In addition,
since first segment’s structure is different from that of the
data payload segment, it is possible to detect the loss of the
first segment when the data payload segment arrives first.
By making the master recognize that the sequence informa-
tion is abnormal when a packet loss is detected, subsequent
segments will be discarded. Figure 6 shows a state diagram
to identify the first segment.

3.3.3 Step to Identify the Mid-Segment

The third step handles only the data payload without the in-
formation in the application layer header. Even when an un-
solicited response is received, the segment is uncondition-
ally the segment of a solicited response. The reason is that
one device processes many responses in order, rather than
processing them simultaneously. When the first segment
is identified, the previous unsolicited response has already
been processed. Therefore, it is possible to know that the
segment is that of the relevant request.

Figure 7 shows a state diagram to identify the mid-
segment. First, in order to detect a duplicate segment of the
first segment, the segment is processed to confirm whether it
is a duplicate segment of the first segment. This is done by
referring to the header information in the same way as that
of the second step. When a duplicate segment is detected, a
reassembly recovery module discards it or makes the master
recognize it and wait for the subsequent normal segment.

The length of the field needs to be confirmed. The mid-
segment should be confirmed because it is processed with
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the treatable maximum length. If its length is not the maxi-
mum length, this results in the loss of all mid-segments and
the receiving of the final segment. Thus, it makes the master
discard the already-received segments and subsequent seg-
ments by treating sequences as abnormal.

By using the information on the data differences be-
tween the mid-segments, the confirmation of a normal mid-
segment is followed by confirmation of whether the segment
is in due order. For this, the differences in data values of a
specific order can also be used. If a received data point num-
ber equals a request data point number minus a maximum
point of 1 segment, we move to the next step.

3.3.4 Step to Identify the Final Segment, and Reassembly

Figure 8 shows a state diagram to identify the final segment
and reassemble. In the final step, it is possible to calculate
the length of a segment by anticipating the number of data
points that will be included in the final segment. This is ac-
complished using the number of response data points for the
request corresponding to the rules extracted in the first step.
The final segment is identified by the following: when the
length of a segment is the maximum length, it is a dupli-
cate segment of the previous segment, and the segment loss
means the segment did not arrive within the time limit.

When we conducted an attack to make reassembly im-
possible by manipulating FIR, FIN, and Sequence fields to
be abnormal, the master dropped the packet and changed
to idle status, as shown in Fig. 3. This made normal data
collection impossible. Therefore, in order to measure the
reassembly recovery, the master should modify abnormal
fields to normal ones, and transmit them before receiving
the packet. Alternatively, the master can force normal com-

Fig. 7 State diagram for step to identify the mid-segment

Fig. 8 State diagram to identify the final segment and to reassemble

munication by modifying the function in the library even
when receiving abnormal packets. However, when duplicate
segments or segment loss is detected, the existing abnormal
processing should be performed.

4. Attack and Reassembly Verification

We conducted two kinds of attacks on the DNP3 reassembly.
Both attacks included one unsolicited response before a so-
licited response. The first attack tested the recovery function
by manipulating the Transport Function in general cases.
We made normal reassembly impossible by inversing both
FIR and FIN.

The second attack tested the original Transport Func-
tion’s purpose by including missing and duplicate segments.
We made segment loss occur by duplicating the second seg-
ment and dropping the third segment, in addition to the first
attack. Figure 9 shows these attack cases. These two kinds
of attacks were conducted against binary input responses
composed of four segments for 750 binary input object re-
quests.

The number of data objects and points for reassembly
recovery were determined based on actual data collected for
two days. Since a fixed range of report data was used, we
used not the point range but the point number, and generated
four communication rules from three fields: request object
type, response object type, and point number. Additionally,
for binary input, we stored the statistics for the first point
value of the second and third segments to distinguish be-
tween the concurrence of a duplicate segment and missing
segment. To do this, we used four segments. Table 2 lists the
binary input rules and values of the fields of single response
attack segments.

4.1 Attack on Transport Function

The recovery for the first attack is as follows. First, as shown
in the state diagram of Fig. 10, we should write an expected
response header from a request message. The DNP3 request
is shown in Fig. 11. Since the request object was a binary
input with status, the rule in Table 2 can be used.

The next step is to identify the first segment by inspect-
ing the header of the payload. The 1st DNP3 response mes-
sage is shown in Fig. 12. We should check the main infor-
mation, including the function code, which was the 13th byte

Fig. 9 Multiresponse attack cases
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Table 2 Binary input rules and values of multiresponse attack segments

Fig. 10 State diagram for recovery process: 1st message

Fig. 11 DNP3 request message: read request

Fig. 12 DNP3 response message: 1st message

of the response message, and the object header, that is, the
16–19th bytes. In the first message, because we could iden-
tify that the 13th byte was 0x82, this means the message is an
unsolicited message rather than a solicited message. Thus,
we skipped this message and moved to the “first segment
step” state again.

The 2nd DNP3 response message is shown in Fig. 13.
In the second message, the 13th byte was 0x81, which indi-
cates a solicited response. The 16th and 17th bytes were a
response message to the binary input status by confirming it
was 0x0102. and for more information 18–19th bytes, qual-
ifier code is 0x0001 by big endian, we could identify first
segment and recover Transport Function field, this state is

Fig. 13 DNP3 response message: 2nd message (partial)

Fig. 14 State diagram for recovery process: 2nd message

Fig. 15 State diagram for recovery process: 3rd and 4th message

shown in Fig. 14. However, a qualifier code was considered
because many values actually reported as binary input sta-
tus are 0x81 and 0x01. This means there are possibilities for
other segments also equal to expecting a response header by
accident. Therefore, a qualifier code field was used addi-
tionally for certainty.

As shown in the state diagram in Fig. 15, the step in-
volving the identification of the mid-segment needs to in-
clude a confirmation as to whether it duplicates one of the
first segments. The 3rd DNP3 response message is shown
in Fig. 16. The function code of the third message was con-
firmed as 0x01 (read), which was different from the previous
message. Thus, we could identify that it was the segment
containing only the data payload, not a duplicate of the first
segment.

In addition, considering the third byte, the length field
was 0xFF. We knew that it was the maximum-length seg-
ment that contained a total of 249 binary objects. We could
determine that it was not the final segment but the second
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Fig. 16 DNP3 response message: 3rd message (partial)

Fig. 17 DNP3 response message: 4th message (partial)

Fig. 18 DNP3 response message: 5th message (partial)

Fig. 19 State diagram for recovery process: 5th message

segment or the third segment after losing the second seg-
ment.

The value of the first data point of the second segment
(239th data point) was used as 0, and the value of the first
data point of the third segment (487th data point) was used
as 1. To compare the second segment and the third segment
for two days fixedly, we used this information to distinguish
the second segment from the third segment. Therefore, we
could identify the second segment through the fact that the
value of the first data point was 0, and received data is 487
and 487 is less than 511, requested data points(750) minus
data points of 1st segment(238), state go to “mid-segment
step” state again as Fig. 15’s 4th step.

Similarly, we identified the third segment (Fig. 17)
through the fact that its length was 255, its first data point
was 1, and the received data were 736, which was more than
511. Thus, the state moved to the “final segment” step (the
5th step in Fig. 15).

The 5th DNP3 response message is shown in Fig. 18.
For the final segment, as shown in Fig. 19, after identifying
that its length was 20 and that it contained 14 data points,
the remainder data points (750 requested data points minus
736 data points contained in the previous 3 segments), we
could recover the response segment for a total of 750 binary

Fig. 20 State diagram for recovery process: 5th message

data points.

4.2 Attack on Transport Function with Message Loss and
Duplication

For the second attack, identifying the first and second seg-
ments was accomplished in the same manner. However, in
the 4th message, we knew that the third segment was a dupli-
cate of the second segment by confirming that the first data
point of the third segment was not 1 but 0, equal to second
segment. Therefore, we moved to the “duplicate detection”
state (Fig. 20, 5th step). We let the master know it was a du-
plicate segment by modifying it in the same way as before,
and let the master wait for the next segment without discard-
ing the segment. We then moved to the “mid-segment step”
state again (Fig. 20, 6th step).

However, since the length of the next segment was
20, we could obtain a total of only 487 binary data points.
Therefore, we could know that the current response was ab-
normal in the end, and moved to the “loss detection” state
(Fig. 20, 7th step). Accordingly, when transmitting the se-
quence of the final segment after modifying it as abnormal,
the master also discarded two response messages received
previously. Then, the state moved to “idle” (Fig. 20, 8th

step).

5. Conclusion

An attack that makes reassembly impossible can infringe on
the availability with only 1 bit. Since the attack can be con-
ducted without requiring additional information on the data
payload, it can be a very attractive option for an attacker.
In this respect, a reassembly recovery measure needs to be
considered as much as data payload detection. In this paper,
we proposed a recovery measure against reassembly attack
cases, and verified that it was possible to perform reassem-
bly in attack cases. Existing related works [1]–[7] focused
on the detection of cyberattacks but could not ensure avail-
ability, which is the most important characteristic in a con-
trol system. Therefore, after availability is ensured by us-
ing the proposed assembly recovery measure, the detection
techniques presented in related works can be applied.

Communication is performed normally for a packet
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that has abnormal fields of FIN, FIR and Sequence. How-
ever, it is possible that when using four or more segments,
we cannot detect them when a duplicate segment and miss-
ing segment occur at the same time. Therefore, it is impor-
tant to study learning mechanisms that can distinguish the
mid-segment effectively.
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