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Improvement of Throughput Prediction Scheme Considering
Terminal Distribution in Multi-Rate WLAN Considering Both
CSMA/CA and Frame Collision∗∗

Ryo HAMAMOTO†∗a), Chisa TAKANO†b), Hiroyasu OBATA†c), and Kenji ISHIDA†d), Members

SUMMARY Wireless Local Area Networks (WLANs) based on the
IEEE 802.11 standard have been increasingly used. Access Points (APs)
are being established in various public places, such as railway stations
and airports, as well as private residences. Moreover, the rate of public
WLAN services continues to increase. Throughput prediction of an AP in
a multi-rate environment, i.e., predicting the amount of receipt data (in-
cluding retransmission packets at an AP), is an important issue for wireless
network design. Moreover, it is important to solve AP placement and selec-
tion problems. To realize the throughput prediction, we have proposed an
AP throughput prediction method that considers terminal distribution. We
compared the predicted throughput of the proposed method with a method
that uses linear order computation and confirmed the performance of the
proposed method, not by a network simulator but by the numerical com-
putation. However, it is necessary to consider the impact of CSMA/CA
in the MAC layer, because throughput is greatly influenced by frame col-
lision. In this paper, we derive an effective transmission rate considering
CSMA/CA and frame collision. We then compare the throughput obtained
using the network simulator NS2 with a prediction value calculated by the
proposed method. Simulation results show that the maximum relative error
of the proposed method is approximately 6% and 15% for UDP and TCP,
respectively, while that is approximately 17% and 21% in existing method.
key words: wireless LAN, access point, multi-rate, throughput prediction,
network design

1. Introduction

With the rapid growth of wireless communication technolo-
gies, Wireless Local Area Networks (WLANs) based on the
IEEE802.11 standard [2] have become increasingly popu-
lar. The number of public WLAN service areas has been
increasing as WLAN Access Points (APs) are widely im-
plemented, e.g., in railway stations and airports [3]. In addi-
tion, even a smartphone can be used as an AP through teth-
ering technology. Therefore, Internet connections through
WLANs have become common. In WLANs based on the
IEEE 802.11 standard, APs and terminals use multi-rate
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transmission for effective communication because each ter-
minal has a different communication environment. In multi-
rate transmission technology, the transmission rate is set rel-
ative to the electric wave environment between the AP and a
wireless terminal. A terminal with a good electric wave en-
vironment can connect at high transmission rates, whereas
those with poor environments realize low transmission rates.
As a result, each terminal can obtain better throughput de-
pending on the radio wave environments.

The AP selection [4] and placement problems [5] have
been investigated relative to wireless network design. The
AP throughput (the quantity of data that an AP can receive
including retransmission packets) can be used as a metric
for these problems. However, it is necessary to estimate AP
throughput in advance. Several studies have proposed and
evaluated AP throughput prediction methods [6]–[9]. For
example, [9] explains that in a multi-rate environment, AP
throughput is equal to the harmonic average of the transmis-
sion rates of the terminals connected to the AP. Moreover,
an analytic proof that the harmonic average of the transmis-
sion rate is the upper limit of the throughput of the AP has
been published [9]. In addition, the value predicted by [9] is
nearly equal to the simulation value (true value) obtained
by the network simulator NS2 [10] in an IEEE802.11b/a
WLAN environment and UDP flow case. Generally, ter-
minal transmission rate selection methods in real machines
are highly dependent on the radio wave environment. In
this paper, the throughput between an AP and each termi-
nal is calculated by assuming the transmission rate steps for
the distance between the AP and the terminal [11]–[13] (see
Fig. 1). Thus, AP throughput is predicted by the harmonic
average of calculated throughput for all terminals and the
computational complexity is linear with the number of ter-
minals. The existing method [9] can predict AP throughput
with high precision under assumption that the transmission
rates of all terminals are known.

We have previously proposed a high-speed AP
throughput prediction method that considers terminal distri-
bution (placement) [14] in a multi-rate WLAN environment.
Moreover, we have determined that the predicted value of
[14] is nearly equal to the predicted value reported by [9]. In
addition, [14] have compared the proposed method with an
existing prediction method relative to the calculation cost.
[14] has performed a basic evaluation and a performance
comparison, not by a network simulator but by the numer-
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Table 1 Relationship between distance and theoretical transmission rate (IEEE802.11a/g) [12].

Index i 1 2 3 4 5 6 7 8
Threshold of distance di from AP m 5 7 9 20 25 40 50 60
Transmission rate bi Mbps 54 48 36 24 18 12 9 6

Fig. 1 Stepped transmission rate.

ical computation. However, it is necessary to consider the
impact of CSMA/CA in the MAC layer, because through-
put is greatly influenced by frame collision. In this paper,
firstly, we derive an effective transmission rate consider-
ing CSMA/CA and frame collision. We then compare the
throughput obtained with the network simulator NS2 to the
prediction value calculated by both the proposed method
and the existing method [9]. In the simulation, UDP [1] and
TCP are used as the transport protocols. The results show
that the maximum relative error of the proposed method
is approximately 6% and 15% for UDP and TCP, respec-
tively, while that is approximately 17% and 21% in existing
method.

2. Multi-Rate Transmission of IEEE802.11 and Exist-
ing Throughput Prediction Method

Most IEEE 802.11b/a/g WLANs [2] employ multi-rate
transmission. In IEEE 802.11b, the transmission rates are
11, 5.5, 2, and 1 Mbps, whereas IEEE 802.11a/g offers 54,
48, 36, 24, 18, 12, 9, and 6 Mbps. These protocols specify
multiple transmission rates, and the appropriate transmis-
sion rate can be selected so as not to exceed a certain bit
error or frame error rate [15]. The appropriate transmission
rate is usually selected by the original vendor algorithm†.
However, some products allow the transmission rate to be
selected manually. For example, in transmission rate con-
trol [16], if the electric wave environment worsens and high-
speed transmission cannot be maintained, the AP can reduce
the transmission rate.

In [12], one of the stepped transmission rates is selected
according to distance (Table 1). Table 1 summarizes the
distance di, which is the maximum distance between each
terminal and the AP without bit error, and the theoretical
value of the transmission rate bi is selected by the AP, as
per IEEE802.11a/g. Index i (i = 1, 2, · · · , 8) is allocated
in ascending order of distance from the AP. If the distance
between the AP and the terminal is less than 5 m, the trans-

†Generally, the algorithm is closed for the public.

mission rate of i = 1 is selected. If the distance is greater
than 60 m, the terminal cannot connect to the AP. In this
paper, we use this selection algorithm for transmission rate.

From [9], it is known that AP throughput θ can be esti-
mated using Eq. (1) in a multi-rate environment.

θ = ncnt

⎛⎜⎜⎜⎜⎜⎜⎝
N∑

j=1

(b j)
−1

⎞⎟⎟⎟⎟⎟⎟⎠
−1

(1)

In Eq. (1), N denotes the number of terminals in the
system and ncnt (≤ N) denotes the number of terminals con-
nected to the AP with transmission rates greater than 0 bps.
b j is the transmission rate of the j-th terminal connected to
the AP, which varies according to the distance between the
AP and the terminal. A transmission rate of 0 bps is dropped
from the denominator of Eq. (1). If the positional informa-
tion of each terminal is known by the AP, the throughput
value predicted by Eq. (1) is very accurate. From Eq. (1), as
the number of terminals increases, the computational com-
plexity in terms of the sum in the denominator increases
linearly. This time complexity has a significant impact on
throughput predictions when real-time response is required.
For example, when a terminal uses real-time transfer, it must
be able to determine that the bandwidth is sufficient for the
given application.

3. Throughput Prediction Method Considering Termi-
nal Distribution

This section presents an overview of a throughput prediction
method that considers terminal distribution [14]. Note that
the AP occupies the center of a circular radio transmission
area.

3.1 Overview of the Throughput Prediction Method Con-
sidering Terminal Distribution

We define ni as the number of terminals communicating at
transmission rate bi (i = 1, 2, · · · , 8) using the data presented
in Table 1. Using ni, Eq. (1) can be rewritten as Eq. (2):

ncnt

⎛⎜⎜⎜⎜⎜⎜⎝
N∑

j=1

(b j)
−1

⎞⎟⎟⎟⎟⎟⎟⎠
−1

= ncnt

⎛⎜⎜⎜⎜⎜⎜⎝
8∑

i=1

nib
−1
i

⎞⎟⎟⎟⎟⎟⎟⎠
−1

. (2)

From Eq. (2), the computational complexity of the proposed
method is O(1). Thus, the time required for throughput pre-
diction is constant regardless of the number of terminals. In
Eq. (2), ni and ncnt can be represented as follows:

ni = piN, (3)

ncnt =

8∑
i=1

piN. (4)
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In Eqs. (3) and (4), pi implies the ratio of terminals with
transmission rate bi. In other words, pi is the probability
that the terminal uses bi. Thus, Eq. (2) can be rewritten as
follows:

θpred =

8∑
i=1

pi

⎛⎜⎜⎜⎜⎜⎜⎝
8∑

i=1

pib
−1
i

⎞⎟⎟⎟⎟⎟⎟⎠
−1

. (5)

From Eq. (5), the proposed method can predict the through-
put from pi with cost O(1). This paper refers to the through-
put predicted by Eq. (5) as the prediction throughput value
(θpred). Next, we discuss a method to predict pi with cost
O(1). This study assumes that the terminals are placed ac-
cording to two-dimensional normal or uniform distribution.
The two-dimensional normal distribution has terminals con-
centrated near the AP. When the AP is placed in a land-
mark location, such as an airborne balloon used as an AP in
an emergency communication network during a large-scale
natural disaster [17], the AP will attract many users. As a re-
sult, the distribution of users follows a normal distribution.
If nodes are dropped vertically from a certain point mid-
air, their spatial distribution will result in a two-dimensional
normal distribution [18], [19]. Uniform distribution is the
most common user distribution and assumes that terminals
are widely distributed in the system. Note that a proposal
for throughput prediction considering other terminal distri-
bution is the future work.

3.2 Throughput Prediction Method Based on the Target
Problem

Here we present an overview of the two-dimensional target
problem [20] and describe the throughput prediction method
based on the target problem. In this method, the network
structure (terminal distribution) is limited to normal distri-
bution. We consider a common situation in which many ter-
minals are placed near the AP. The terminals can be consid-
ered equivalent to the arrows that an archer fires at a target.
The hit points have a probabilistic characteristic. The two-
dimensional target problem considers the distribution of hit
points. Random variables Xi (i = 1, 2, · · · , n) are indepen-
dent of each other, and the normal distribution has variance
σ2

i and average μ. Random variable Z is defined by Eq. (6):

Z =
n∑

i=1

(
Xi − μi

σi

)2

. (6)

Z has χ2 distribution with n flexibility. This implies that
the sum of the square of independent random variables that
follow standard normal distribution N(0, 1) has χ2 distribu-
tion. In other words, the distribution of the square sum of the
distance between the hit points and the origin of the space
has χ2 distribution. In the two-dimensional target problem,
the distribution of distance is important. We consider the χ
distribution as the square root distribution of the χ2 distri-
bution, i.e., the square root of the squared sum of distances
from the origin to the hit point. Thus, the distribution of the

Fig. 2 Relationship between distance from the origin and χ distribution
in the two-dimensional target problem.

distance from the origin indicates a χ distribution if flexi-
bility n yields each component of the Cartesian coordinates
(see Fig. 2). Therefore, in the two-dimensional target prob-
lem, the bullet hit probability takes χ distribution if the size
of the target is known and the neighboring distribution of the
hit points is a normal distribution. For example, we assume
a target with radius r whose origin is the center of a two-
dimensional plane. Hit probability F(r) has χ distribution
with flexibility of 2 when the neighboring distribution of hit
points follows two-dimensional N(0, σ2). In other words, it
follows a Rayleigh distribution expressed as follows:

F(r) = 1 − exp

(
− r2

2σ2

)
. (7)

Moreover, the probability that the hit point is out of the tar-
get (miss probability) Y(r) is expressed by the complemen-
tary distribution of Eq. (7) (1 − F(r)):

Y(r) = exp

(
− r2

2σ2

)
. (8)

From Eq. (8), we can estimate the number of terminals using
each transmission rate. As a result, this method can predict
the throughput with O(1) time complexity. We assume that
the AP is placed at the origin of the system field and that
the terminals are distributed according to two-dimensional
N(0, σ2). We consider the probability of a terminal being
outside the area of radius di−1 but within the area of radius
di (> di−1). In Fig. 3, this is the probability that the termi-
nal lies in the colored area. From Eq. (8), the probability
that the terminal is outside the area of radius di−1 and di is
Y(di−1) and Y(di), respectively. Thus, the ratio of the num-
ber of terminals pi whose transmission rate is bi is defined
by Eq. (9):

pi = Y(di−1) − Y(di) (i = 1, 2, · · · , 8). (9)

By substituting pi for Eq. (5), the proposed method can pre-
dict throughput. In addition, this method can be performed
in O(1) time.

3.3 Throughput Prediction Method Based on Area Ratio

Next, we describe a throughput prediction method based on
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Fig. 3 Throughput prediction based on the target problem.

Fig. 4 Throughput prediction based on area ratio.

the area ratio of the system field wherein the terminal exists.
This method uses a circular area whose radius is defined by
the transmission rate. In this method, network structure is
limited to a uniform distribution. For simplicity, this study
assumes that the AP is located at the center of the system
field (the origin of the field) and the system field is a square
with sides Lr. In this method, S t (= L2

r ) denotes the area
of the field. S i is the area size beyond radius di−1 (di is
the threshold of the distance at which the transmission rate
changes. d0 = 0)) but within radius di (> di−1). In Fig. 4,
this area means that the terminal exists in the colored area.
S i can be obtained by Eq. (10):

S i = π(d
2
i − d2

i−1) (i = 1, 2, · · · , 8). (10)

Thus, the ratio of the number of terminals pi whose trans-
mission rate is bi is described by Eq. (11):

pi = S i(S t)
−1 (i = 1, 2, · · · , 8). (11)

By substituting pi for Eq. (5), the proposed method can pre-
dict the throughput. In addition, this method can be per-
formed in O(1) time.

3.4 Algorithm of the Proposed Method

This section explains the algorithm of the proposed method.
From the above description, the proposed method uses a tar-
get problem for throughput prediction if the terminals are
placed according to a two-dimensional normal distribution.
If the target problem is used for the prediction, the input
of the proposed method is σ. Conversely, the proposed
method uses the area ratio for throughput prediction if the

Algorithm 1 Throughput prediction method of our
method [14]
Require: σ ≥ 0 or S t ≥ 0
Ensure: AP’s throughput θpred

1: psum⇐ 0
2: pbsum⇐ 0
3: for i = 1 to 8 do
4: calculate pi by Eq. (9) or Eq. (11)
5: select transmission rate bi

6: psum⇐ psum + pi

7: pbsum⇐ pbsum + pi × (bi)−1

8: end for
9: if psum > 0 then

10: θpred ⇐ psum × (pbsum)−1

11: else
12: θpred ⇐ 0
13: end if

APs are placed according to uniform distribution. In this
situation, the input of the proposed method is S t. An es-
timation method for σ has been proposed previously [21].
Moreover, this study assumes that S t can be measured in
advance. The output is the prediction throughput. Based
on the above, Algorithm 1 summarizes the procedure of the
throughput prediction method [14].

4. Derivation of Effective Transmission Rate Consider-
ing CSMA/CA and Frame Collision

This section explains the derivation of an effective trans-
mission rate considering frame collision percentage and
CSMA/CA access control.

4.1 Transmission Rate Considering CSMA/CA

Here we discuss the transmission rate considering media ac-
cess control by CSMA/CA. First, we explain the transmis-
sion rate of a UDP flow case. In CSMA/CA, the time re-
quired to transmit one data frame TTotal UDP is obtained by
Eq. (12):

TTotal UDP = TDIFS + TBack + TUDP−Data + TSIFS + TAck,
(12)

where TDIFS and TSIFS are the DIFS time and SIFS time,
respectively. TBack denotes the back-off time. In addition,
TUDP−Data and TAck represent the transfer time of a data
frame and an acknowledgement frame, respectively. Note
that this paper assumes that IEEE802.11g (PHY) [22] is
used for the WLAN environment. In IEEE802.11g, TDIFS

and TSIFS are 34 μs and 16 μs, respectively. To calculate the
theoretical performance of the throughput, the back-off time
can be obtained by Eq. (13) [23]:

back-off = 0.5CWmin × SlotTime, (13)

where CWmin (minimum of Contention Window) and Slot-
Time denote the minimum contention window and the slot
time interval specified by IEEE802.11, respectively. In
IEEE802.11g, note that SlotTime is 9 μs. Therefore, TBack is
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67.5 μs. Furthermore, TUDP−Data and TAck depend on the data
frame size FSUDP−Data, acknowledgement frame size FSAck,
and transmission rate. FSUDP−Data differs for each terminal;
however, FSAck is always 224 bits. The theoretical value
of the transmission rate is shown in Table 1. The effective
transmission rate of UDP communication can be obtained
by FSUDP−Data/TTotal UDP. This effective transmission rate
does not consider frame collision.

Next, we explain the transmission rate of a TCP flow
case. In this paper, we model the behavior of TCP as
follows. In TCP communication, let υ be the number
of data segments acknowledged by a received TCP-Ack.
Many TCP receiver implementations send one cumulative
ACK for some consecutive packets received (e.g., delayed
ACK [24], [25]). In this condition, the total time required
to transmit υ data frames TTotal TCP can be calculated by
Eq. (14):

TTotal TCP = υ(TDIFS + TBack + TTCP−Data + TSIFS + TAck)

+ TDIFS + TBack + TTCP−Ack + TSIFS + TAck,
(14)

where TTCP−Data and TTCP−Ack are the transfer time of TCP-
Data and TCP-Ack, respectively. The mean of the other
variables (TDIFS, TBack, TSIFS, and TAck) are the same as
the UDP case. Here the effective transmission rate of TCP
communication can be obtained by υ(FSTCP−Data/TTotal TCP)
where FSTCP−Data is the data frame size of TCP-Data. It is
expected that the effective transmission rate will be affected
by the value of υ. A detailed evaluation that considers υ is
planned for future work.

4.2 Probability of Frame Collision Corresponding to the
Number of Terminals

Here we discuss the probability of a frame collision cor-
responding to the number of terminals with reference to
previous studies [26], [27]. [26], [27] are called Bianchi’s
model. In Bianchi’s model, wireless channels have two us-
age states (see Fig. 5), busy (transmission on the channel)
and idle (channel not used for transmission). Let ξi and ξb
be the probabilities that a terminal accesses the channel after
an idle state and a busy state, respectively. Let a represent
the probability that the channel becomes busy given that it
was idle in the previous slot. Similarly, let b be the proba-
bility that the channel becomes idle given that it was busy
in the previous slot. a and b can be obtained from Eqs. (15)
and (16), respectively:

a = 1 − (1 − ξi)n, (15)

Fig. 5 Wireless channel state of Bianchi’s model.

b = (1 − ξb)n, (16)

where n is the number of wireless terminals using the same
channel. Here Pi denotes the probability that a channel is
idle. Using Pi, the collision percentage of a frame transmit-
ted by a wireless terminal can be obtained by Eq. (17):

pcol = Pi[1 − (1 − ξi)n−1] + (1 − Pi)[1 − (1 − ξb)n−1].
(17)

When the channel access probability of a terminal is ξ and
the channel access probability is the same regardless of the
channel status, ξi = ξb = ξ. As a result, ξ can be obtained
using the average contention window size CWavg in Eq. (18):

ξ = Piξi + (1 − Pi)ξb = CW−1
avg. (18)

Using Eq. (18), Eq. (17) can be rewritten as follows:

pcol = 1 − (1 − CW−1
avg)n−1. (19)

From Eq. (19), the successful transmission probability of a
frame is 1 − pcol. The effective transmission rate consider-
ing data frame collision can be obtained [28] by multiply-
ing this value and the effective transmission rate obtained in
Sect. 4.1.

5. Evaluation

This section explains the simulation environment and com-
pares the prediction value (θpred) calculated by the proposed
method or the existing method [9] using the effective trans-
mission rate (Sect. 4) with a simulation value (θns2) obtained
using NS2 simulation [10]. The goal of this paper is to im-
prove our previously proposed method [14] with respect to
both media access control and frame collision. Therefore,
the result of the existing method is shown for reference.
In addition, the absolute error and relative error between
the simulation value and the prediction value are evaluated.
Here the terminal distribution follows two-dimensional nor-
mal distribution and uniform distribution.

5.1 Simulation Environments

This evaluation assumes a two-dimensional plane. The AP
is placed at (0, 0), and the terminals are distributed accord-
ing to two-dimensional N(0, σ2) or uniform distribution.
The number of terminals is 10 or 20. In this evaluation, the
range of uniform distribution is [−Lr/2, Lr/2]. Note that,
in practice, the recommended number of terminals that can
connect to a single consumer AP is approximately 20 [29].
[29] indicates the maximum connection number is 25. As
a result, we adopt the number 20 because there is almost
no difference between 25 and 20. Figure 6 shows the net-
work model. The goal of this evaluation is to compare
the difference between the prediction value and the simu-
lation value. Therefore, in the evaluation, the AP knows
the number of terminals N, data frame size FSUDP−Data or
FSTCP−Data, and σ/the field size S t (= L2

r ). Various studies
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Table 2 Relationship between distance and effective transmission rate (UDP).

Index i 1 2 3 4 5 6 7 8
Threshold of distance di from AP m 5 7 9 20 25 40 50 60
Effective transmission rate bei Mbps 28.9 27.0 22.5 16.8 13.4 9.6 7.5 5.2

Table 3 Relationship between distance and effective transmission rate (TCP)

Index i 1 2 3 4 5 6 7 8
Threshold of distance di from AP m 5 7 9 20 25 40 50 60
Effective transmission rate bei Mbps 29.2 27.3 22.6 16.9 13.5 9.6 7.5 5.2

Fig. 6 Network model.

have investigated the flow analysis of Internet traffic [30]–
[32]. The frame size can be estimated using this knowledge.
In future, we will evaluate the proposed method consider-
ing the frame size estimation method. In this evaluation,
the terminals use IEEE802.11g [22] and do not move. Note
that a previous study has proposed an estimation method for
terminal distribution [14]. Therefore, the proposed method
can be used if terminals move. If terminals move in the
network, error increases by some effect such as fading at-
tenuation and errors in the estimation of terminal distribu-
tion. However, this evaluation’s motivation is to compare
the throughput obtained by NS2 and the proposed method.
Therefore, we will evaluate the proposed method consider-
ing terminal movement in future. UDP and TCP are used
as the transport protocols, and the Constant Bit Rate (CBR)
(30 Mbps) and the File Transfer Protocol (FTP) are the ap-
plications for each transport protocol, respectively. The data
frame size FSUDP−Data and FSTCP−Data are 1058 Bytes and
1098 Bytes, respectively. In this evaluation, we consider a
case in which wireless terminals are the senders and gener-
ate 180 s of traffic (each terminal generates a single flow).
Note that we have confirmed the congestion window size is
stable for about 30 seconds even when many low-rate flows
are included. Therefore, 180 seconds is long enough for
the simulation. Future work includes an evaluation that will
consider bidirectional flows. The prediction value is calcu-
lated using the effective stepped transmission rate (Table 2
shows the UDP case and Table 3 shows the TCP case), and
in the NS2 simulation, each terminal and the AP use the
theoretical stepped transmission rate (Table 1). In the TCP
case, the υ value is one-half of the receiving window size
(64 packets). As mentioned above, more complex trans-
mission rate selection algorithms are installed for the real
machines. However, the detail of the algorithm is closed
for the public. Therefore, we use the simple transmission
rate selection algorithm for evaluations. In the future, we
will evaluate our proposal considering more realistic trans-
mission rate selection algorithms. Table 4 summarizes other

Table 4 Simulation parameters.

Simulator ns-2 (ver.2.34)
WLAN IEEE802.11g (Multi-rate)
Radio wave propagation Two ray ground
AP’s buffer size 250 packets
Transport protocol UDP, TCP-Reno with Sack
Segment size 1000 byte
Simulation time 180 sec
Receiving window size 128 packet

Fig. 7 Comparison of simulation value and prediction value (UDP;
normal distribution; number of terminals, 10).

simulation parameters. The simulation results are the aver-
ages of 40 trials for each σ or Lr. In addition, if the distance
between the AP and the terminal is greater than 60 m, the
terminal’s transmission rate is 0 bps (i.e., the terminal can-
not communicate with the AP). The relationship between σ
and the distance Dmax between the AP and the terminal far-
thest from the AP is obtained by Eq. (20) [21]:

Dmax = 4σ. (20)

Therefore, the side length of the system field Lr is 8σ for
all values of σ. Here we determine the absolute error Ea

and relative error Er in throughput estimates between the
prediction value θpred and the simulation value θns2 using
Eqs. (21) and (22):

Ea = |θpred − θns2|, (21)

Er = Ea(θns2)−1. (22)

5.2 Results

This section shows the result for each transport protocol.
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Table 5 Error between simulation value and prediction value for each σ with UDP.

σ
N: 10 N: 20

Proposal Existing Proposal Existing
Ea Mbps Er % Ea Mbps Er% Ea Mbps Er % Ea Mbps Er%

5 0.08 0.38 1.70 7.28 1.37 6.41 0.25 1.15
10 0.61 3.36 1.62 8.92 0.73 4.48 0.01 0.08
15 0.65 4.48 1.79 12.43 0.18 1.41 0.59 4.42
20 0.51 4.31 1.32 11.12 0.28 2.61 0.44 4.03

Fig. 8 Comparison of simulation value and prediction value (UDP;
normal distribution; number of terminals, 20).

5.2.1 UDP Case

First, we discuss the results when the terminals were dis-
tributed according to two-dimensional N(0, σ2). Figures 7
and 8 show comparisons of the simulation value and the pre-
diction value when the number of terminals was 10 and 20,
respectively. In Figs. 7 and 8, the horizontal axis plots σ,
and the vertical axis plots throughput. These simulation re-
sults show that the proposed method and the existing method
demonstrate nearly the same trend as the simulation value.
Table 5 summarizes Ea and Er for each N and σ. From Ta-
ble 5, when N is 10 and the proposed method is used for
prediction, Ea and Er are less than 0.7 Mbps and 5% for
each σ, respectively. When N is 20, both Ea and Er are
small if σ = {10, 15, 20}. In other words, if the terminals are
distributed widely, the errors are small. Conversely, when
σ is 5, Ea and Er are 1.37 Mbps and 6.41%, respectively.
Therefore, if terminal density is high, both Ea and Er are
large. Furthermore, from Fig. 8, θpred is larger than θns2 for
each σ because each terminal sends data packets using CBR
at 30 Mbps. Moreover, the number of terminals is large;
therefore, contention occurs frequently. As a result, buffer
overflow occurs in the terminals. Note that this paper does
not focus on buffer overflow (Sect. 4). For that reason, er-
rors increase. In addition, when N is 10, Ea and Er of the
existing method are less than 1.8 Mbps and 12.5%, respec-
tively. Furthermore, when N is 20, Ea and Er of the existing
method are less than 0.6 Mbps and 4.5%, respectively. From
this result, if the number of terminals is small, the prediction
accuracy of the proposed method is higher than that of the
existing method. Moreover, if the number of terminals is
large and σ is small, the prediction accuracy of the existing
method is higher than that of the proposed method.

Fig. 9 Comparison of simulation value and prediction value (UDP;
uniform distribution; number of terminals, 10).

Fig. 10 Comparison of simulation value and prediction value (UDP;
uniform distribution; number of terminals, 20).

Next, we discuss the results when terminals were dis-
tributed uniformly. Figures 9 and 10 plot comparisons of the
simulation value and the prediction value when the num-
ber of terminals was 10 and 20, respectively. In Figs. 9
and 10, the horizontal axis is the side length of the system
field Lr, and the vertical axis is throughput. These simu-
lations show that the proposed method demonstrates nearly
the same trend as the simulation value. Table 6 summarizes
Ea and Er for each N and Lr. From Table 6, when N is
10, Ea and Er are less than 0.9 Mbps and 6% for each Lr,
respectively. When N is 20, both Ea and Er are small if
Lr = {50, 70, 120} m. Conversely, when Lr is 30, Ea and
Er are 1.11 Mbps and 6.72%, respectively. Therefore, if ter-
minal density is high, both Ea and Er are large, which is
consistent with the previous evaluation. The reason is sim-
ilar to the previous evaluation. Note that, when N is 10, Ea

and Er of the existing method are less than 2.1 Mbps and
17.5%, respectively. Furthermore, when N is 20, Ea and Er

of the existing method are less than 0.72 Mbps and 6.9%,
respectively. Thus, if the number of terminals is small, the
prediction accuracy of the proposed method is higher than
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Table 6 Error between simulation and prediction values for each Lr with UDP.

Lr m
N: 10 N: 20

Proposal Existing Proposal Existing
Ea Mbps Er % Ea Mbps Er% Ea Mbps Er % Ea Mbps Er%

30 0.27 1.47 1.65 8.93 1.11 6.72 0.15 0.90
50 0.82 5.65 1.81 12.47 0.31 2.31 0.69 5.13
70 0.62 5.29 2.05 17.35 0.50 4.84 0.71 6.81
120 0.15 1.95 0.83 11.01 0.34 4.90 0.22 3.20

Table 7 Collision percentage for each σ in NS2 with UDP.

σ N : 10 N : 20
5 31.38% 42.17%
10 31.38% 42.14%
15 31.36% 42.13%
20 31.39% 42.16%

Table 8 Collision percentage for each Lr in NS2 with UDP.

Lr N : 10 N : 20
30 31.37% 42.14%
50 31.38% 42.14%
70 31.37% 42.17%

120 31.37% 42.18%

that of the existing method.
Finally, Tables 7 and 8 show the collision percentage

for each σ in the simulation. The collision percentage in the
simulation Pcol ns2 can be calculated as follows:

Pcol ns2 = NcolN
−1
send. (23)

In Eq. (23), Ncol and Nsend denote the number of total col-
lision frames and total sending frames in all terminals, re-
spectively. From Tables 7 and 8, the collision percentage
does not depend on the distribution of terminal. As indicated
in Sect. 4.2, collision percentage depends on the number of
terminals.

From the simulation results, if the number of terminals
is small and terminals are distributed widely, Ea and Er are
very small. However, if the number of terminals is large
and terminal density is high, errors increase. This issue can
be resolved by considering buffer overflow, which will be
addressed in future work.

5.2.2 TCP Case

Here we show the results of the case when terminals were
distributed according to two-dimensional N(0, σ2). Fig-
ures 11 and 12 plot comparisons of the simulation value
and the prediction value when the number of terminals was
10 and 20, respectively. In Figs. 11 and 12, the horizontal
axis plots σ, and the vertical axis plots throughput. These
simulation results show that the proposed method demon-
strates nearly the same trend as the simulation value, simi-
lar to the UDP case. Table 9 shows Ea and Er for each N
and σ. From Table 9, when N is 10, the maximum value
of both Ea and Er are approximately 2 Mbps and 15%, re-
spectively. When N is 20, the maximum values of both Ea

Fig. 11 Comparison of simulation value and prediction value (TCP;
normal distribution; number of terminals, 10).

Fig. 12 Comparison of simulation value and prediction value (TCP;
normal distribution; number of terminals, 20).

and Er are approximately 1.9 Mbps and 14%, respectively.
Therefore, if TCP is used as the transport protocol, both Ea

and Er are large compared to UDP. Furthermore, if the value
of σ is 5, θns2 is less than θpred because buffer overflow oc-
curs in the terminals, similar to the UDP case. Conversely,
if σ = {10, 15, 20}, θns2 is greater than θpred, because TCP
communicates on the basis of window flow control and con-
gestion control. However, these control are not reflected in
the transmission rate of the TCP case (Table 3) completely.
In the case of TCP unlike UDP, estimated throughput of the
proposed method is influenced significantly by the error of
the calculated effective transmission rate of TCP. Moreover,
the increased window size is not ideal due to the loss of
TCP-Data and TCP-Ack segments. For that reason, error
increases. We think that the correct adjustment of the pa-
rameter υ related with the effective transmission rate of TCP
can improve the estimate precision. In addition, when N is
10, Ea and Er of the existing method are less than 3.1 Mbps
and 21.2%, respectively. Furthermore, when N is 20, the
maximum Ea and Er of the existing method are 2.75 Mbps
and 20.0%, respectively.
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Table 9 Error between simulation value and prediction value for each σ with TCP.

σ
N: 10 N: 20

Proposal Existing Proposal Existing
Ea Mbps Er % Ea Mbps Er% Ea Mbps Er % Ea Mbps Er%

5 0.77 3.39 1.13 4.97 0.11 0.51 1.11 4.86
10 1.19 6.38 2.26 12.06 1.34 7.26 2.14 11.58
15 1.73 11.09 3.04 19.50 1.96 12.69 2.75 17.79
20 2.07 15.33 2.86 21.18 1.90 14.61 2.61 20.00

Table 10 Error between simulation value and prediction value for each Lr with TCP.

Lr m
N: 10 N: 20

Proposal Existing Proposal Existing
Ea Mbps Er % Ea Mbps Er% Ea Mbps Er % Ea Mbps Er%

30 0.06 0.59 1.58 8.61 0.59 3.19 1.69 9.18
50 2.11 13.26 3.21 20.20 1.86 12.13 2.63 17.19
70 0.84 6.94 2.28 18.85 1.42 11.55 2.72 21.96

120 0.83 10.00 1.53 18.52 0.98 12.98 1.55 18.82

Fig. 13 Comparison of simulation value and prediction value (TCP;
uniform distribution; number of terminals, 10).

Fig. 14 Comparison of simulation value and prediction value (TCP;
uniform distribution; number of terminals, 20).

Here we explain the results of the case when the ter-
minals were distributed uniformly. Figures 13 and 14 plot
comparisons of the simulation value and the prediction value
when the number of terminals was 10 and 20, respectively.
In Figs. 13 and 14, the horizontal axis is the side length
of the system field Lr, and the vertical axis is throughput.
These simulations show that the proposed method demon-
strates nearly the same trend as the simulation value, similar
to the UDP case. Table 10 summarizes Ea and Er for each N
and Lr. From Table 10, when N is 10, the maximum value
of Ea and Er are approximately 2.1 Mbps and 13% for each

Table 11 Collision percentage for each σ in NS2 with TCP.

σ N : 10 N : 20
5 13.54% 15.67%
10 13.80% 15.82%
15 13.79% 16.08%
20 13.82% 15.93%

Table 12 Collision percentage for each Lr in NS2 with TCP.

Lr N : 10 N : 20
30 13.73% 15.81%
50 13.93% 16.01%
70 14.13% 16.52%

120 14.75% 17.21%

Lr, respectively. Conversely, when N is 20, the maximum
values of Ea and Er are approximately 1.8 Mbps and 12%,
respectively. The reason for this trend in error is similar to
the previous evaluation. Moreover, when N is 10, the max-
imum Ea and Er of the existing method are 3.21 Mbps and
20.2%, respectively. Furthermore, when N is 20, the maxi-
mum Ea and Er of the existing method are 2.72 Mbps and
21.96%, respectively.

Finally, Tables 11 and 12 show the collision percentage
for each σ in the simulation. Note that the collision percent-
age in the simulation Pcol ns2 can be calculated by Eq. (23)
(the same as the UDP case). Note that we only show the
collision percentage for TCP-Data. From Tables 11 and 12,
the collision percentage does not depend heavily on the dis-
tribution of terminals. Furthermore, the probability value is
less than that of the UDP case (Tables 7 and 8) because the
transmission rate in the transport layer decreases due to TCP
congestion control. As a result, the number of collisions de-
creases compared to the UDP case. In addition, as indicated
in Sect. 4.2, collision percentage depends on the number of
terminals (same as the UDP case).

From the simulation results, if TCP is used for the
transport protocol, Ea and Er are greater than that of UDP.
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This issue can be resolved by considering a more realistic
transmission rate model, which will be addressed in future
work.

6. Conclusion

Our previous study [14] proposed and evaluated throughput
prediction methods that consider the terminal distribution
of APs in multi-rate WLAN environments. However, these
evaluations did not compare the predicted throughput value
to a simulation value in consideration of CSMA/CA and
frame collision. In this study, we improved the through-
put prediction formula to consider data frame collision and
CSMA/CA. Then, we compared the prediction value and the
simulation value obtained by the NS2 network simulator in a
multi-rate environment. The results show that the maximum
relative error of the proposed method is approximately 6%
and 15% for UDP and TCP, respectively, while that is ap-
proximately 17% and 21% in existing method. Future work
will include the following evaluations.

• Improvement of the prediction method considering
buffer overflow, existence of obstacles and the strength
of received signals, etc.
• Evaluation considering terminal movement, bidirec-

tional flow and other terminal distribution
• Evaluation by using more complex rate selection algo-

rithms such as ARF (Auto Rate Fallback) [33], [34]
• Modeling of more realistic TCP control
• Modeling of a hidden node problem and an exposed

node problem
• Application to network design (e.g., AP selection and

AP placement problems)
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