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SUMMARY To help with decision making, online shoppers tend to go
through both a list of a product’s features and functionality provided by
the vendor, as well as a list of reviews written by other users. Unfortu-
nately, this process is ineffective when the buyer is confronted with large
amounts of information, particularly when the buyer has limited experi-
ence with and knowledge of the product. In order to avoid this problem, we
propose a framework of purpose-oriented recommendation that presents a
ranked list of products suitable for a designated user purpose by identify-
ing important product features to fulfill the purpose from online reviews.
As technical foundation for realizing the framework, we propose several
methods to mine relation between user purposes and product features from
the consumer reviews. Using digital camera reviews on Amazon.com, the
experimental results show that our proposed method is both effective and
stable, with an acceptable rate of precision and recall.
key words: recommendation system, review analysis, bootstrapping

1. Introduction

Nowadays, an increasing number of consumers have grad-
ually shifted their purchasing behavior to online shopping
sites. Online retailers like Amazon have created a platform
where vendors can upload their products together with a de-
scription of the functions and features of the products. Con-
sumers often browse through other users’ feedback to help
with their decision-making process. However, it can be dif-
ficult to go through all of the reviews since some products
might have hundreds of them.

Many sites have developed recommendation systems
to help users choose suitable products for their needs. The
most common technique is to display recommendations for
products that are similar to a buyer’s prior purchases, or
products that have been purchased by consumers with simi-
lar interests or purchase history. The recommendation tech-
niques typically rely on item-centric techniques rather than
modeling the preferences of each individual user by estab-
lishing item-to-item relations and using these to suggest
products that are similar to the ones viewed or purchased by
the users [1]. However, this system is insufficient because
it does not make recommendations based on buyers’ needs,
which is particularly important for products designed for a
variety of functions, such as a PC, smartphone, digital cam-
era, etc. For instance, a digital camera may serve a different
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purpose for different people. For example, while some may
use the camera to shoot portraits or landscapes, others may
use it to take photos of wildlife, sports, car racing, etc. Gen-
erally, different product features are required for different
purposes. Camera makers could not describe them all in a
product description or advertisement.

Various techniques with an emphasis on product fea-
tures, including methods to automatically extract product
features from reviews and techniques for ranking products
based on features, have been proposed in [1]–[7]. By us-
ing these, for example, each function of a digital camera
such as continuous shooting speed and weight can be used
as the ranking of product. If the consumers are familiar with
the functions and its own intended use relationship of the
product, it is perhaps possible to purchase using the rank-
ing based on the functions as described above. However, a
beginner having no knowledge of the functions required for
intended use, it is not easy to choose a product that matches
his/her own purpose by using information provided such a
ranking or shopping sites.

Remarkably, there are commodities that are essentially
designed for variety of usage purposes such as PC, smart-
phone, digital camera etc. For example, digital single-lens
reflex of Canon at the end of year 2016, EOS 1DX Mark
II and EOS 7D Mark II which are equipped with high con-
tinuous shooting speed and AF performance are excellent in
freezing the motion of the high-speed birds in flight. How-
ever, these cameras could not outperform camera family
EOS 5Ds in shooting the importance of landscape with high
resolution. The EOS 5D camera family (5D Mark III and 5D
Mark IV) has an exceptional balance of continuous shoot-
ing speed, AF, resolution and high sensitivity noise which is
suitable for a wide range of fields shooting.

A Beginner, even given a ranking based on the func-
tion, is still difficult to select a suitable camera, since they
do not know which camera features or functions are helpful
for their specific needs. For this reason, we propose a frame-
work of purpose-oriented recommendations that can greatly
improve convenience by providing product recommenda-
tions based on a consumer’s intended purpose for the prod-
uct they are seeking. In this paper, we describe a method for
mining hidden information from online reviews in order to
extract relationships between a user’s intended purpose for
a product and the product’s features. This process forms the
technical foundation of our proposed framework.

Our Contribution. The contribution of our paper can be
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summarized as follows:

• We propose a purpose-oriented recommendation
framework to suggest products suitable for users, es-
pecially novice users, who do not have much knowl-
edge about the products and a methodology that is the
technical foundation for realizing the purpose-oriented
recommendation framework.
• We present a bootstrapping-based methodology, em-

ploying state-of-the-art NLP techniques to extract the
relationship between a user’s intended purpose for a
product and the product’s features from online reviews.
• We introduce (1) a conditioning approach for filter-

ing new seeds by computing the semantic similarity of
words to lessen the common problem of bootstrapping
- semantic drift and (2) an ontology-based technique to
generate more seeds for the bootstrapping process.
• We tested and confirmed the effectiveness of the pro-

posed methods through experiments on a very large
Amazon review dataset and user evaluation.

The rest of the paper is organized as follows: our framework
of purpose-oriented recommendation is illustrated in Sect. 2.
Section 3 presents the methodology for extracting the rela-
tionship between product features and the user’s intended
purpose for the product. Section 4 contains experimental re-
sults. Brief reviews of related works conducted in this area
are summarized in Sect. 5, followed by the conclusion in
Sect. 6. This work builds on our preliminary work [8].

2. Purpose-Oriented Recommendation Framework

As described above, buyers tend to face difficulties when
deciding which products they should purchase for their spe-
cific needs if the products have a wide range of technical
features and functionalities. Figure 1 illustrates the flow of
the recommendation framework we wish to build in future
work.

First, the system will present a list of all possible pur-
poses for a particular product type, e.g. digital camera. In
this study, we assume that the users are aware of their pur-
poses and asked to choose from one or more purposes in a
list presented by the system. Next, the system will output
the features that are most relevant and associated with the
chosen purposes. During this process, the system also anal-
yses the optimal or minimum feature requirement to achieve
the corresponding purposes. For example, a burst rate of at
least 6 frames per seconds is required to capture a flying
bird. This type of information can not only help users pick
the right camera, but also provide some education on the

Fig. 1 Purpose-Oriented Recommendation Framework

right setting to shoot a specific target. Finally, according to
the relationship between product features and purposes, the
system will recommend suitable products to the users. In
order to realize the framework, the most crucial part of the
system is to find the association between product features
and purposes expressed in the users’ reviews. In the next
section, we will describe the methodology in detail.

3. Methodology

The proposed methodology is composed of three main com-
ponents: Component I - NLP Preprocess, Component II
- Initial Seeds Generation, and Component III - Purpose-
Feature Relationship Extraction Bootstrapping Model. The
method extracts keywords representing purposes from the
online reviews and connects them with product features.
In this study, product features are manually selected as
the input. They can also be extracted from several on-
line shopping websites, such as cnet.com, dpreview.com,
amazon.com, etc. There have been several studies on the
automatic identification and extraction of product features,
which is not the focus of this re-search. Another input com-
ponent of the system is the text data of consumer reviews. In
Component I, the customer reviews are preprocessed using
sets of NLP tools. Next, purposes are extracted using a com-
bined technique of Labeled LDA [9] and Word2Vec [10] by
Component II. Then, starting with a few initial seeds, Com-
ponent III learns patterns iteratively to extract more seeds.
Figure 2 provides an overview of our method.

3.1 NLP Preprocess (Component I)

NLP is applied for linguistic preprocessing and raw text
analysis such as removing stop words, sentence tokenizer,
and part-of-speech tagging. The tool used in this paper is
NLTK: The Natural Language Toolkit [11]. A typical re-
view contains several sentences. Here, we employ Punkt
Sentence Tokenizer for splitting reviews into sentences.

3.2 Initial Seed Generation (Component II)

Choosing seeds is arguably the most critical step in boot-
strapping. However, most previous researchers either chose
them manually [12], or picked the most frequently occur-
ring words in their corpus [13] that they identified belong to
the category. In this study, we propose a technique which
combines topic modeling and word embedding techniques
to generate initial seeds for the bootstrapping model. Our
initial seed generation process is composed of three steps:
candidate sentence extraction, term extraction, and term fil-
tering.

We assume that consumers described their usage ex-
periences or purposes inside the reviews. They often ex-
emplified how they use the product, or identified specific
functions they use to perform or achieve something. Ta-
ble 1 shows some sample reviews containing intended uses
or purposes of digital cameras’ shutter speed functionalities.
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Fig. 2 Overview of our methodology.

Table 1 Customer reviews from Amazon.com. Product features and cor-
responding purposes are written in bold.

Review #1: The unlimited continuous shooting mode, which is perfect
for catching fast-action sports shots, solves the problem of slow shutter
speeds and is not found in any of the other camera’s in the s3’s class.
Feature: shutter, Purpose: catching fast-action
Review #2: I especially liked the panoramic feature for the beautiful
Alaskan landscapes and the burst feature for shooting wildlife in action.
Feature: shutter, Purpose: shooting wildlife
Review #3: The shutter speed allows her to take pictures of friends in
motion [dancing, skiing and other sporting events] amazing window on
back for best picture view.
Feature: shutter, Purpose: dancing, skiing, sporting events

Mining this type of review would enable us to detect the
purposes ex-pressed by the consumers. We find “candidate
sentences”, which contains product features and purpose-
oriented expression, by the procedures explained below.

The process of generating initial seeds is described as
follows:

1. Candidate Sentence Extraction: Candidate sentences
are sentences containing product features as well
as purpose-related expression. Sentences contain-
ing information about product features often describe
whether such features are good or bad for a partic-
ular purpose. For example, consider the following
statement: “The unlimited continuous shooting mode,
which is perfect for catching fast-action sports shots”.
Here, the phrase “Catching fast-action sports shots” is
the purpose of using the “shutter” feature. This part of
the review tells us that if we consider buying a camera
for shooting a fast-moving object, we should choose
the camera with a high “shutter” speed. To detect the

candidate sentences in the reviews, we manually define
some syntactic-sentence patterns used to express pur-
poses. An example of the pattern is <feature> + Verb
+ Adjective + Preposition + Noun/Noun Phrase. Next,
we build the set of candidate sentences by extracting
any sentences following these patterns.

2. Term Extraction: Once we have a list of candidate sen-
tences, we extract the “purposes” from this set using
topic modeling - Labeled LDA. Unlike the conven-
tional LDA, Labeled LDA is a generative model which
constrains the topic model to use only those topics cor-
responding to a document’s label set [9]. In our set-
ting, a list of product features with their corresponding
candidate sentences are prepared to train the model.
The product features are trained as the topics (labels)
and the candidate sentences are treated as documents.
Thus, the Labeled LDA outputs the important terms
per product feature. These terms are considered to be
keywords or key phrases representing purposes. An
example of this component output is {shutter speed:
kids, wildlife, action shots, recording, getting}, where
“shutter speed” is the product feature (topic) and “kids,
wildlife, action shots, recording, getting” are the top
keywords representing purposes.

3. Term Filtering: The list of extracted keywords may
contain unrelated words since the Labeled LDA out-
puts the list based on word frequency alone. Therefore,
we pro-pose a filtering approach of calculating the se-
mantic relationship of words using a recent technique,
Word2Vec. It is a two-layer neural net that processes
text. It can convert words into vectors by learning a
corpus. Word2Vec can compute the semantic simi-
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Table 2 Sample sentences and extracted patterns.

Sentences Lexicon patterns POS patterns
Shutter speed is good for kids. is good for VB JJ IN
I use burst feature for shooting
wildlife.

for shooting IN VBG

larity of words by calculating their vectors. The cor-
pus we used to train Word2Vec is the consumer re-
views. In our methodology, we utilize Word2Vec to
filter out the anomaly words from the Labeled LDA’s
output. For example, Word2vec is able to remove the
unrelated words “recording” and “getting” from the La-
beled LDA output above.

3.3 Extracting Purpose-Feature Relationship (Component
III)

To obtain more purpose-related sentences or purposes, we
adopt a bootstrapping method as in [12] by detecting more
sentence patterns for describing purposes to extract appro-
priate nouns and noun phrases. Because a simple bootstrap-
ping method tends to produce noise in the results, we also
proposed filtering methods to reduce this noise.

Our bootstrapping mainly iterates between the follow-
ing two phases: (1) pattern generation and (2) seed extrac-
tion and filter. The algorithm begins with initial seeds and
then iterates through the phases until it cannot extract any
more patterns or generate new seeds with the word similar-
ity compared to the seeds pool higher than a given threshold
τ2.

Pattern Generation
In the pattern generation phase, we would like to detect the
extraction patterns in the form of lexicon and POS patterns,
which link product features and user purposes in the re-
views. The process starts with a few feature-purpose seed
tuples obtained from Component II. For every seed tuple
<x, y>, e.g. <x=shutter, y= {kids, wildlife, . . . }>, we first re-
trieve all sentences containing the terms x, y. Next, all “con-
necting text” linking terms x and y (kids| wildlife|. . . ) is
extracted to form the candidate list. Since we also consider
detecting POS syntactic patterns, the “connecting text” is
parsed and tagged into the part-of-speech. As shown in the
first sentence in Table 2, the phrase “is good for” (or POS-
tagged “VB JJ IN”) is the pattern that connects the product
feature (shutter speed) and purpose (kids). The strength of
each pattern is computed by how frequently they are used to
connect the seed tuples. Finally, we augment the extraction
pattern if any pattern in the candidate list appears more than
a specific threshold τ1 in the reviews.

Seed Extraction and Filter
Most common bootstrapping models are pattern-based ap-
proaches in which new seeds are accepted based on the ex-
traction patterns. This approach can lead to a well-known
flaw in bootstrapping known as “semantic drift”. To avoid

Table 3 The lexicon-syntactic patterns of taxonomic relation extraction.

1. NP0 such as NP1 {,NP2, . . . , (and/or) NPn} Hyponym(NPi,NP0)
2. NP1 is a kind of NP0 Hyponym(NPi,NP0)
3. NP{,NP}∗{, } or other NP0 Hyponym(NP,NP0)
4. NP{,NP}∗{, } and other NP0 Hyponym(NP,NP0)
5. NP0, including {NP}∗ or/and NP Hyponym(NP,NP0)

this problem, we adopt Word2Vec word similarity as a fil-
tering method so that the current seeds do not wander away
from the original semantic meaning of the initial seeds. The
process is simply described as follows:

• First, our method retrieves the set of words W from
the corpus that match any of the extraction patterns P.
For example, in the sentence “Shutter speed is good
for sport events”, “sports events” is added to W if P
includes “is good for” as a pattern following the fea-
ture “shutter speed”. The words W can be expressed
in multi-word terms, such as a noun or noun phrase
(NP). NP is defined as {(<VBG>|<JJ>|<JJR>|<JJS>)*
(<NN>|<NNS>)+}.
• The term set W is only augmented to the seed list if its

similarity exceeds the predefined similarity threshold
τ2 on average.

We will introduce an ontology-based technique below, in
complement to the conventional pattern-based bootstrap-
ping approach, to generate more seeds.

Ontology-based Approach for Seed Extraction
As described in the previous section, we can only extract
new seeds or purposes if the terms are expressed in the ex-
traction patterns. Therefore, we could miss some interesting
purposes because not all customers use the same sentences
to express their purposes or experiences. Let us look at the
3rd review in Table 3. The terms “dancing, skiing and other
sporting events” share a hyponym relation, which means
that if one of them is classified as the purpose, so are the
rest. For instance, the context pattern of “allows her to take
pictures of friends in” is not an extraction pattern, thus the
terms “dancing, skiing and other sporting events” would not
have a chance to be detected. In this study, we propose an
additional approach that complements pattern-based boot-
strapping in detecting new seeds or purposes by mining the
new purposes if they have taxonomic relations with any in
the seed list.

Taxonomic relations are the most important seman-
tic relations in a domain ontology, the extraction of which
has been well studied in the field of lexicon building. We
adopt the lexicon-syntactic patterns [14] for taxonomic re-
lation extraction. A total of five lexicon-syntactic patterns
are used and described in Table 3. The process of extracting
taxonomic relations and generating new seeds for bootstrap-
ping is described as follows:

• First, we (1) retrieve the set of NPs from the corpus
that match any of the predefined patterns and (2) scan
to determine whether at least one of the NPs is already
in the seed list.
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Table 4 Initial seeds used for each camera feature and outputs from the proposed model. The incor-
rect purposes are bold.

Shutter ISO Weight IS Screen Flash Pixel Focus
Seeds kids night vacation wildlife reviewing light printing kids

sports light trip capturing previewing indoor uploading macros
wildlife bright carrying low angle night moving

Output skiing light bicycle touring kids angle castle publishing moving targets
action condition hiking animals viewing dim light share insects
shots dim adventures fish inwards dark room transfer portraits

baseball lit walks candids eye piece museums editing action
sporting darkness sports composing email shots

pets dusk framing

• Next, the rest of the NPs in the set are considered to
be seed candidates and are augmented as new seeds
if on average, their word semantic similarity exceeds
the predefined similarity threshold τ2 against the other
terms in the seed list. Adopting this approach could
help us to extract both more precise and more general
purposes, which is more convenient for novice users
in terms of comprehending the meaning. It could also
help us to create a hierarchical classification of pur-
poses.

4. Experimental Results

In this section, we will illustrate our experimental re-
sults and case studies. We conducted our experiments on
customer reviews of digital cameras from Amazon.com.
The dataset is made available via SNAP, Stanford Univer-
sity [15]. The dataset contains 203,773 reviews and was col-
lected from May 1996 to July 2014.

4.1 Extracting Purpose-Feature Relationships Using a
Bootstrapping Approach

In this experiment, we manually select 8 camera features
and analyze the performance of each model separately by
evaluating the number of purposes it could generate, pre-
cision, and (relative) recall of various models i.e. Lexicon,
POS, LP, O, and LPO. The first three models are the con-
ventional pattern-based models, whereas the LPO is the pro-
posed model that is both pattern-based and ontology-based.
The model descriptions are as follows:

• Lexicon: Generic patterns are only learnt from lexicon-
syntactic patterns.
• POS: Generic patterns are only learnt from POS-

syntactic patterns.
• LP: Generic patterns are learnt from new seeds gener-

ated from lexicon and POS syntactic patterns per itera-
tion.
• O: Generic patterns are ignored in this context. New

seeds are only generated from the ontology-based ap-
proach (the hyponym relation in Table 3).
• LPO: A combination of all models.

Table 4 above shows the initial seeds for each cam-
era feature and the corresponding new seeds generated by

the proposed model - LPO. Note that some camera features’
initial seeds are manually modified prior the bootstrapping
process. Table 5 shows the total number of new seeds, pre-
cision, and relative recall generated by each model. LPO
was able to generate the most seeds. In particular, the com-
bination of Ontology learning and LP increased the number
of seeds compared to individual models. It demonstrates
that discovering new seeds via ontology relation during the
bootstrapping process could increase the number of seeds
accordingly.

Although it is difficult to get all the correct instances
(all purposes) for each camera feature, it is possible to com-
pare the recall of one method relative to another method.
Following the work of Pantel et al. [16], the relative recall
RA/B of method A for given method B can be calculated as:

RA/B =
RA

RB
=

CA
C

CB
C

=
CA

CB
=

PA × |A|
PB × |B|

where RA (or RB) is the recall of A (or B, respectively), CA

(or CB) is the number of correct seeds extracted by A (or
B, respectively), C is the (unknown) total number of cor-
rect seeds in the corpus, PA (or PB) is A’s (or B’s, respec-
tively), precision in our experiments, and |A| (or |B|) is the
total number of seeds discovered by A (or B, respectively).
We can compute the relative recall by comparing the num-
ber of seeds extracted by each model with the number of
seeds retrieved by all the models together.

The total number of seeds is 272 keywords in which
199 keywords are corrected. We asked a professional pho-
tographer, with more than 10 years of experience, to anno-
tate and evaluate the correctness of our extracted purposes.
As a result, we were able to calculate the performance for
all models, as shown in Table 5. The lexicon model gen-
erated a relatively small number of purposes (94 keywords)
with the greatest precision, while the POS and LP models
generated more purposes (235-240 keywords) with less pre-
cision. Although POS and LP generated more purposes,
there is likely to be more noise in the output. However,
our proposed model (LPO), which is both pattern-based and
ontology-based, can not only generate more purposes, but
also achieve better accuracy compared to individual compo-
nents. In this experiment, the threshold τ1 and τ2 are set
to 3 and 0.5, respectively. However, since the evaluation is
performed by only one subject, the results may seem a bit
biased.
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Table 5 Precision, relative recall, and F-score of each method.

Methods #New Seeds Precision Rel. Recall F-score
Lexicon 94 0.84 0.40 0.54
POS 240 0.72 0.87 0.79
LP 235 0.71 0.84 0.77
O 12 0.80 0.05 0.09
LPO 263 0.75 0.99 0.85

Table 6 New purposes detected by combination of all components
(LPO).

Features Purpose keywords
Shutter Skiing, church, sport, rides
Image Stabilizer animals, fish, closeups, pets
Flash castles, cathedrals, dancers, nightclubs
Focus moving targets, insects, food, cat

Table 7 Purpose categories and individual keywords.

Purposes Keywords
Macros Flower, insects, foods, . . .
Moving targets Animals, kids, freezing, motion, action

shots, sport events, soccer, . . .
Landscape building, nature scenes, mountains, gardens,

. . .
Portraits candid, distant objects . . .
Viewing and framing previewing, histogram viewing, angle shoot-

ing, . . .
Uploading share, computer, transfer, publishing . . .
Low light condition dimmer environments, backlit daylight, dark

room, . . .
Bright condition sunlight, daylight, outdoor, portraits at out-

door, . . .
Traveling trips, touring, backpack, adventures, outings,

. . .

4.2 Subjective Evaluation

A subjective evaluation is conducted to examine and em-
phasize the accuracy/effectiveness of the proposed method,
LPO, with a variety of users. As noted previously, there
were 263 keywords generated using the LPO model, which
is inconvenient and time-consuming for users having to
evaluate the results. Therefore, we categorize purposes and
ask users to list important features for each category. We
manually defined nine categories (shown in Table 7) because
automatic categorization is out of our scope; however, the
automatic categorization could be done in future by mining
both taxonomic and non-taxonomic relations, as was done
in [17].

Questionnaire Setup
We created 10 questions in total [18]. Question #1 asks
about the respondent’s photography experience and skills.
Questions #2 to #10 survey the respondent’s knowledge or
experiences of which relevant camera features they are us-
ing for each purpose. Respondent can select answers (cam-
era features) more than one. For example, in question #2 (as
shown in Fig. 3), the respondent can select any camera fea-
tures in which are useful to capture macro subjects. Thus,

Fig. 3 Sample Responses - Camera features for “Macros” purposes

Table 8 Category-based precision and recall of proposed model, LPO.

Purpose Category Ground Truth Proposed P R
Model

Macros/Closeups Focus, IS, ISO Focus, IS 1 0.67
Landscape/Scenery ISO, Focus, IS Focus, Shutter,

IS
0.67 0.67

Moving targets Shutter, ISO,
Focus, IS

Focus, Shutter,
IS

1 0.75

Portraits Focus, IS, ISO Focus, IS 1 0.67
Viewing and fram-
ing

Screen Screen 1 1

Uploading, editing,
and printing

N/A Pixel 0 N/A

Low light condition ISO, Flash ISO, Flash 1 1
Bright condition ISO, Shutter ISO, Flash 0.5 0.5
Traveling Shutter, Focus,

IS
Weight 0 0

Average 0.69 0.66

we may have multiple selected camera features for a partic-
ular purpose. We consider the most relevant camera features
as the ground truth to evaluate our result by selecting any an-
swers receiving at least 50% votes from all the respondents.
For instance, in Fig. 3, 3 camera features - focus, image sta-
bilizer, and ISO receives more than 50% votes compared to
other features. Thus, these features are considered as the
ground truth for evaluating the experiment results.

Results
We received 31 respondents, primarily consisting of begin-
ner users (less than 1 year of experience) and professional
users (more than 5 years of experience). Their responses can
be viewed as subjective evaluations from users with differ-
ent opinions and levels of experience. Since we asked peo-
ple to rank the camera features for different purposes, we
could obtain the ground truth of relationship between user
purposes and features. We were able to calculate the accu-
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Table 9 Precision, recall, and F-score of each method (Category-based).

Methods P R F-score
Lexicon 0.69 0.54 0.61
POS 0.69 0.61 0.65
LP 0.69 0.61 0.65
O 0.11 0.06 0.08
LPO (Proposed Model) 0.69 0.66 0.67

racy of each method, as shown in Tables 8 and 9. Though
the precision of pattern-based models and LPO is the same,
the number of individual keywords extracted by the LPO is
higher, based on the evaluation in Sect. 4.1. In comparison
to other methods, we highlight the number of new purpose
keywords detected by LPO method (Table 6). Therefore, we
can conclude that our combined model could extract better
and precise purposes (better recall) than the pattern-based or
ontology-based models with better accuracy (F-score 0.67).

5. Related Work

A number of recommendation techniques have been devel-
oped as mentioned in the introduction part. Jannach et al. [1]
proposed a method to compare and quantify the combined
effects of short-term and long-term profile using navigation
log data. The navigation logs (such as Amazon “Customer
Who Viewed This Item Also Viewed”, “Recently viewed
items”) is used to estimate the user’s shopping goals as the
recommendation context.

Chen et al. [19] studied the importance of “price” fac-
tors for recommendation system in unexplored categories
when user has no purchase history. As a result, the authors
conclude that the price factor can be a helpful factor in the
unexplored categories. Price can be indicated into two per-
spectives either as a quantity for a product or as a distribu-
tion for user.

Peska et al. [20] tried to solve the problem of cold start
and new products in recommendation system by using the
Linked Open Data to enrich the content information.

Cutolo [21] used Vector Space Model technique
to model a user and structural characteristic of prod-
uct/services for ranking mechanism. For example, by know-
ing the user preference’s payment method, the products with
the same payment methods will be ranked first.

Musat et al. [2] proposed a methodology to create a
hybrid recommendation system where users are classified
based on their opinions. The users are categorized into opin-
ionated and non-opinionated. The system suggests products
based on his interest profile for opinionated users. Other-
wise, the simple average star rating can be used to recom-
mend products for non-opinionated ones.

However, no purpose-oriented recommendation tech-
niques have been proposed, to the best of our knowledge.
Again, our goal is to detect and discover the association
between user purposes and product features hidden in the
user reviews. The findings from our work are to help users
identifying the most important product features for purposes
they want to obtain. In this section, we will take a closer

look at some of the previous researches related to the ideas
and techniques used in our method, including feature-based
ranking, mining semantic relations using bootstrapping, and
ontology learning.

Feature-based ranking system
Mining of opinions from reviews has become a popular area
of research. Users often express their usage experiences in
reviews and sometimes praise some features of the product
using for a particular function or purpose. Regarding the
feature extraction techniques, it could be classified into su-
pervised and unsupervised approach.

Supervised techniques require a set of pre-annotated
review sentences as training sets. An example of super-
vised techniques, Wong and Lam [22] employ the hidden
Markov model and conditional random fields as the under-
lying learning method for extracting product features from
auction websites.

In contrast, product features can be extracted automat-
ically using unsupervised technique presented by Hu and
Liu [23]. They made assumptions that product features must
be nouns or noun phrases. This utilizes the association rule
mining algorithm to discover all frequent item sets within a
target set of reviews. The opinion word refers to the adjec-
tives that are adjacent to the frequent feature. Correspond-
ingly these set of opinion words are treated as the seeds in
searching for infrequent features.

Regarding the problem of feature-based summariza-
tion, Kangale et al. [5] provided a solution that could extract
user opinions from reviews, and generate a rating as well
as review summary of each product feature. Similarly, Ka-
mal [6] has proposed a visualization system called OSVS -
Opinion Summarization and Visualization. The system is
able to extract reviews and translate into a graphical form
(bar chart or pie chart) easier for users to have a quick view
of product features and other users’ sentiments expressed
over them. Nevertheless, beginner users who do not have
much knowledge about the products, they still could decide
which products are suitable for them even with the provided
ranking because they do not know which product features
should be taken into account.

Dong et al. [24] proposed a method to extract product
features (i.e., aspect-related terms) and the accompanying
opinions to build product profiles. These profiles are used to
prioritize retrieved products that are similar to a user’s query
product and have also been positively reviewed by users.
Sinha and Roy [25] investigate the potential of preference
mapping for identifying the most relevant product attributes
for a marketing campaign. They test their approach on user
reviews mined from the Web and provide an effective visu-
alization of their results.

Again, our goal is to detect and discover the association
between user purposes and product features hidden in the
user reviews. The findings from our work are to help users
identifying the most important product features for purposes
they want to obtain.
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Mining semantic relations with bootstrapping
Most common approach of bootstrapping to extract the se-
mantic relations is pattern-based approach. Agichtein and
Gravano [12] proposed “Snowball” algorithm to identify
and extract structured relations between named entities from
unstructured text. A relation is defined as a tuple that maps
one entity onto another. The system is given with some ini-
tial seeds then searches the training corpus looking for doc-
uments where terms in a seed tuple occur closely to each
other. It then analyzes the connecting text and surrounding
context and generates an extraction pattern. Pantel et al. [16]
proposed an approach based on an edit-distance technique
to learn lexicon-POS patterns and could obtain both good
performance and efficiency. Later Espresso [26] has been
proposed by the same author to infer patterns for harvesting
binary semantic relations (is-a, part-of, succession, reaction,
and production).

It also describes refining techniques to deal with wide
variety of relations by measuring the strength of associa-
tion between patterns and seeds using pointwise mutual in-
formation. In our work, we propose an additional filtering
approach for accepting new seeds by measuring the word
semantic similarity to avoid semantic drift.

Ontology learning
Because we have introduced an ontology learning approach
to generate more seed instances in conventional bootstrap-
ping, we will take a look at some studies related to ontology.
Hearst [14] pioneered using patterns to extract hyponym (is-
a) relations. Manually building a few lexicon-syntactic pat-
terns, Hearst sketched a bootstrapping algorithm to learn
more patterns from instances, which has served as the model
for most subsequent pattern-based algorithms. We have
adopted this approach in our study by extracting hyponym
relation of generated seeds using some predefined lexicon-
syntactic patterns listed in Table 3 of Sect. 3.3.

Chen et al. [17] proposed an ontology learning frame-
work to extract customer needs of digital cameras. To de-
tect the ontology relation, the authors detect taxonomic and
non-taxonomic relations from the customer reviews. Taxo-
nomic relations are extracted using several methods includ-
ing string matching, lexicon-syntactic patterns as in [14],
and WordNet† taxonomic relations. Non-taxonomic rela-
tions are detected using rule-based method in the form of
“Noun1, Verb, Noun2” lexical relation. In addition, the au-
thor proposed a word property-based method for extracting
more non-taxonomic relations by measuring the support and
confident of the co-occurrence noun or noun phrases from
the corpus.

6. Conclusion and Future Work

In this paper, we proposed a method for extracting seman-
tic relations between product features and purposes. This
work is important in order to realize the proposed frame-
work of purpose-oriented recommendation. The output of

†http://wordnet.princeton.edu/

the framework could help educate novice users to under-
stand a product’s features, which should be taken into ac-
count for their specific needs or purposes. Our results in-
dicate that the combination of pattern-based and ontology-
based approaches could extract a large number of purposes,
with good precision and recall.

For future research, we are considering quantifying
the optimal setting or requirements of product features for
achieving a specific purpose. For instance, if the user is in-
terested in buying a digital camera for shooting their busy
kids, then it would be helpful to not only rank the relevant
features, but also the optimal setting configurations (shut-
ter speed of 1/500 sec, 5fps burst rate, ISO 1600, contin-
uous AFC etc. is the minimum requirement to capture a
sharp image). Such quantification not only tells users which
camera they should purchase, considering the important fea-
tures, but also provides education on the settings required to
achieve a specific goal when using the product.
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