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Voice Conversion Using Input-to-Output Highway Networks

Yuki SAITO†a), Shinnosuke TAKAMICHI†b), Nonmembers, and Hiroshi SARUWATARI†c), Member

SUMMARY This paper proposes Deep Neural Network (DNN)-based
Voice Conversion (VC) using input-to-output highway networks. VC is a
speech synthesis technique that converts input features into output speech
parameters, and DNN-based acoustic models for VC are used to estimate
the output speech parameters from the input speech parameters. Given that
the input and output are often in the same domain (e.g., cepstrum) in VC,
this paper proposes a VC using highway networks connected from the input
to output. The acoustic models predict the weighted spectral differentials
between the input and output spectral parameters. The architecture not
only alleviates over-smoothing effects that degrade speech quality, but also
effectively represents the characteristics of spectral parameters. The ex-
perimental results demonstrate that the proposed architecture outperforms
Feed-Forward neural networks in terms of the speech quality and speaker
individuality of the converted speech.
key words: statistical parametric speech synthesis, DNN-based voice con-
version, highway networks, over-smoothing

1. Introduction

Statistical Voice Conversion (VC) is an effective technique
that converts input speech into the desired output speech
while keeping its linguistic information unchanged. Deep
Neural Networks (DNNs) [1] have been used as acous-
tic models for VC because they can represent the rela-
tionship between the input and output speech parameters
more accurately than conventional Gaussian mixture mod-
els [2]. These acoustic models are trained with training
algorithms such as the maximum likelihood criterion [3]
and Minimum Generation Error (MGE) criterion [4], [5].
However, the converted speech parameters tend to be over-
smoothed, and this phenomenon degrades the quality of the
converted speech. The over-smoothing effect is an issue
in not only VC but also other speech synthesis techniques,
such as text-to-speech synthesis. Hence, several approaches
have been devised to reproduce the characteristics of natu-
ral speech [2], [6], [7]. On the other hand, VC can utilize
not only those approaches, but also input speech informa-
tion since the input and output parameters are often in the
same domain (e.g., cepstrum).

This paper proposes DNN-based VC using input-to-
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output highway networks. Although the typical DNN-based
VC directly estimates a converted spectral parameter se-
quence, our architecture estimates it as the sum of input
spectral parameters and weighted spectral differentials es-
timated through DNNs. The use of input speech parame-
ters effectively alleviates the over-smoothing effect, and the
weights of the spectral differentials effectively represent the
characteristics of the spectral parameters. Experimental re-
sults demonstrate that the proposed architecture yields sig-
nificant improvements in terms of converted speech quality
and speaker individuality.

2. Conventional DNN-Based VC

The acoustic models are trained using MGE training algo-
rithm [5]. Let y be a natural speech parameter sequence
[y�1 , · · · , y�T ]�, and ŷ be a converted speech parameter se-
quence [ŷ�1 , · · · , ŷ�T ]�, where T denotes the total frame
length. The loss function L(y, ŷ) is the mean squared error
between y and ŷ, as follows:

L (y, ŷ) =
1
T

(ŷ − y)� (ŷ − y) . (1)

After applying a weighting matrix W [3] to an input
speech parameter sequence x = [x�1 , · · · , x�T ]� for calcu-
lating its static-dynamic speech feature sequence, the DNNs
predict a static-dynamic speech feature sequence of the con-
verted speech. ŷ is generated from the static-dynamic fea-
tures by using the maximum likelihood-based parameter
generation algorithm [2]. We define the above speech pa-
rameter conversion as ŷ = G(x). Figure 1 illustrates typical
voice conversion with the DNN-based acoustic models.

Fig. 1 Typical voice conversion based on speech parameter conversion.
X and Y are static-delta input and output speech features, respectively.
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Fig. 2 Voice conversion using input-to-output highway networks.

3. Proposed Architecture

3.1 VC Using Input-to-Output Highway Networks

Highway networks [8], [9] are weighted skip-connections
between layers, and they often connect hidden layers. Given
that the input and output are often in the same domain (e.g.,
cepstrum) in VC, we propose a VC using highway networks
connected from the input to output as follows:

ŷ = x + T (x) ◦ G (x) (2)

where ◦ is the Hadamard product. T(·) is the transform gate
of highway networks described as Feed-Forward neural net-
works. Each value of T(x) ranges from 0.0 to 1.0, and they
represent time- and feature-varying weights of G(x). When
T(x) = 0, input speech parameters are directly used as con-
verted speech parameters, and when T(x) = 1, the architec-
ture is equivalent to residual networks [10]. Therefore, the
input speech parameters are strongly transformed by G(·)
when the value of the transform gate becomes close to 1.0.
Figure 2 shows the proposed architecture. The loss function
for training is equal to Eq. (1), and all model parameters of
T(·) and G(·) are simultaneously estimated to minimize the
loss function.

3.2 Discussion

Since our architecture utilizes both input speech parameters
and spectral differentials weighted by the transform gate, it
efficiently alleviates over-smoothing of the converted speech
parameters. Figure 3 shows scatter plots of the speech pa-
rameters. This figure plots pairs of mel-cepstral coefficients
whose corresponding value of the transform gate is large
(i.e., it is close to residual networks) or small (i.e., it is close
to direct use of input speech parameters). We can see that
our architecture alleviates distribution shrinkage better than
Feed-forward neural networks in both cases.

The variation in spectral parameters between speakers
strongly depends on not only the speaker pair but also the
frequency band and phonetic environments. For instance,
formant structures change more in the inter-gender case than

Fig. 3 Scatter plots of speech parameters. µT denotes the value of the
transform gate averaged over one utterance.

Fig. 4 Examples of activation of transform gates using mel-filter banks.

in the intra-gender case, but the inter-speaker variation is
small in the lower frequency bands within the same gender.
On the other hand, inter-phoneme variation (intra-speaker
variation) is large in the lower frequency bands [11]. There-
fore, golden VC should avoid over-transformation (e.g., fre-
quency warping [12]) when the input feature is close to the
output feature and should apply a flexible transformation
when the input is far from the output feature. The trans-
form gates in Fig. 2 can be interpreted as the variation and
characteristics of the spectral parameters. Figure 4 shows
examples of activation of the transform gates using mel-
filter banks. This figure shows that G(·) greatly transforms
the spectral parameters in the high frequency band, since
they strongly represent the characteristics of the speaker.
Meanwhile, in male-to-male speaker conversion (Fig. 4 (a)),
G(·) does not transform the spectral parameters in the low
frequency band as much as in the case of male-to-female
speaker conversion (Fig. 4 (b)).

From another perspective, our architecture can be re-
garded as soft selection of features. The dimensionalities of
the speech features (e.g., the numbers of mel-cepstral coef-
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Fig. 5 Examples of activation of transform gates using mel-cepstral co-
efficients.

ficients) are hyper-parameters for VC. For instance, the use
of only the lower order of the mel-cepstrum makes the train-
ing robust while it degrades speech quality. On the other
hand, the use of the rich orders improves speech quality but
suffers from the randomness of the higher order of the mel-
cepstrum. The former case corresponds to T(x) = 1 for the
lower order and T(x) = 0 for the higher order. The latter
case corresponds to T(x) = 1 for all orders. Whereas such
a hard selection is often used, our architecture can utilize
soft selection; i.e., each activation of T(x) varies from 0.0
to 1.0 depending on x. Figure 5 shows examples of activa-
tion of the transform gates using mel-cepstral coefficients.
We can see that the lower orders of the mel-cepstral coeffi-
cients, which are dominant in speaker conversion, tend to be
strongly transformed by G(·). On the other hand, the higher
orders of the mel-cepstral coefficients tend to be not com-
pletetely ignored, but weakly converted.

Finally, the transform gate of our architecture is similar
to adaptive soft-masking filtering [13] in speech enhance-
ment. Hence, it is expected that knowledge can be shared
between voice conversion and speech enhancement.

4. Experimental Evaluation

4.1 Experimental Conditions

We used speech data of two male speakers and one female
speaker taken from the ATR Japanese speech database [14].
The speakers uttered 503 phonetically balanced sentences.
We used 450 sentences (subsets A to I) for training and
53 sentences (subset J) for evaluation. Speech signals
were sampled at a rate of 16 kHz, and the shift length
was set to 5 ms. The 0th-through-59th mel-cepstral co-
efficients were used as the spectral parameter and F0 and
5 band-aperiodicity [15], [16] were used as excitation pa-
rameters. The STRAIGHT analysis-synthesis system [17]
was used for the parameter extraction and waveform syn-
thesis. The 0th mel-cepstral coefficients of the input
speech were directly used as those of the converted speech.
To improve training accuracy, speech parameter trajectory
smoothing [18] with a 50 Hz cutoff modulation frequency

Fig. 6 Preference scores of speech quality of converted speech with 95%
confidence intervals.

was applied to the spectral parameters in the training data.
In the training phase, the spectral features were normalized
to have zero-mean unit-variance, and the MGE training [5]
was performed. We built DNNs for male-to-male and male-
to-female conversion. The DNN architectures were Feed-
Forward networks. The architecture included 3 × 512-unit
Rectified Linear Unit (ReLU) [19] hidden layers and a 118-
unit linear output layer. The acoustic models output static
and dynamic mel-cepstral coefficients (118-dim.) frame by
frame. The transform gate only had a 59-unit input and
59-unit sigmoid output layers. We used AdaGrad [20] as
the optimization algorithm, setting the learning rate to 0.01.
F0 was linearly transformed, and band-aperiodicity was not
transformed.

To evaluate our architecture, we conducted a subjec-
tive evaluation of the converted speech quality and speaker
individuality.

4.2 Subjective Evaluation

In the subjective evaluation, we compared the proposed ar-
chitecture (input-to-output highway) with the conventional
one (Feed-Forward). A preference test (AB test) was con-
ducted to evaluate the speech quality. We presented every
pair of converted speech of the two architectures in random
order, and we forced listeners to select speech samples that
sounded like they had better quality. Similarly, an XAB test
on the speaker individuality was conducted using natural
speech as the reference, i.e., “X”. Thirty listeners partici-
pated in each assessment of our crowd-sourced evaluation
systems.

The results of the preference tests on speech quality
and speaker individuality are shown in Fig. 6 and Fig. 7, re-
spectively. We found that our architecture scored higher in
both speech quality and speaker individuality than the con-
ventional Feed-Forward neural network-based VC. There-
fore, we demonstrated the effectiveness of our architecture.
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Fig. 7 Preference scores of speaker individuality of converted speech
with 95% confidence intervals.

5. Conclusion

This paper proposed a deep neural network-based voice
conversion using input-to-output highway networks. Since
the input speech parameters are directly used through the
input-to-output highway networks for estimating the con-
verted speech parameters, the proposed architecture effec-
tively alleviates the over-smoothing effect that degrades
speech quality. Moreover, our architecture can represent
the characteristics of spectral parameters with the transform
gates of the highway networks. The experimental results
showed significant improvements in terms of speech quality
and speaker individuality. In the future, we will investigate
the phonetic environment in the proposed architecture.
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