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An Approach to Effective Recommendation Considering User
Preference and Diversity Simultaneously

Sang-Chul LEE†, Nonmember, Sang-Wook KIM††a), Member, Sunju PARK†††,
and Dong-Kyu CHAE††, Nonmembers

SUMMARY This paper addresses recommendation diversification. Ex-
isting diversification methods have difficulty in dealing with the tradeoff be-
tween accuracy and diversity. We point out the root of the problem in diver-
sification methods and propose a novel method that can avoid the problem.
Our method aims to find an optimal solution of the objective function that
is carefully designed to consider user preference and the diversity among
recommended items simultaneously. In addition, we propose an item clus-
tering and a greedy approximation to achieve efficiency in recommenda-
tion.
key words: diversification, e-commerce, recommender system

1. Introduction

The recommender systems (RS) analyze each user’s prefer-
ence on items and provides her/him with a set of person-
alized items that s/he is likely to prefer most [7]. In most
cases, however, the recommended items are similar to one
another, which is called a monotony phenomenon [2], [4].
If all of the recommended items are from a core set that
the user has purchased in the past, they may not be attrac-
tive to the user. Even if the items in the recommendation
list are attractive to the user, he/she may choose only one
in the list and ignore the rest. As a result, recommending
the items only from the center of user preferences makes
e-commerce sites waste the limited recommendation space
that should be leveraged to stimulate the user’s appetite to
spend [5]. Therefore, it is important to take diversity of a
recommendation into account.

A number of methods have been proposed for recom-
mendation diversification (e.g., [1]–[4], [9]). To our knowl-
edge, most methods employ the 2-step approach that consid-
ers user preference and diversity independently, as described
in Fig. 1: (1) constituting a candidate list with regard to a
user preference, and (2) making up a recommendation list
by taking the diversity among the items into account. More
specifically, the candidate list is found by selecting the top-m
items according to their ratings predicted by any collabora-
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Fig. 1 A 2-step approach in diversification methods.

tive filtering (CF) method [8], [10]. Then, the recommen-
dation list is derived by selecting from the candidate list a
relatively small number of k (m > k)items which maximize
the diversity of them. However, such a 2-step approach suf-
fers from the difficulty in finding the optimal size (i.e., the
number of included items) of a candidate list. If the size
is small, most items in the candidate list may not be suffi-
ciently diverse and thus the final recommendation list con-
sists of items similar to one another. Enlarging the size of
the candidate list may be a possible solution. However, this
may result in the recommendation less relevant to a target
user, since diversity is considered only when making up the
final recommendation list. Moreover, the computation time
would increase exponentially as the size of the candidate list
grows, since it is an NP-hard problem to make up the rec-
ommendation list from the candidate list. In conclusion, the
accuracy, diversity, and performance of the 2-step approach
are highly governed by the size of the candidate list.

To avoid these problems, we propose a novel method to
derive the final recommendation list where items are diverse
as well as with high user preference. Rather than following
the 2-step approach in previous methods, we find the items
to be recommended with a single step to avoid choosing the
size of the candidate list. To this end, we propose an objec-
tive function that measures the diversity and user preference
of a given item set as a criterion for recommendation. Then,
we formulate the recommendation as the problem of find-
ing a set of k items that maximize the objective function.
Indeed, our method does not need to decide the size of the
candidate list, thereby avoiding the problem that the existing
methods suffer from. Since finding the optimal solution is
an NP-hard problem, we propose two strategies of (1) item
clustering and (2) greedy-based approximation.

Copyright c© 2018 The Institute of Electronics, Information and Communication Engineers



LETTER
245

2. Proposed Method

2.1 Objective Function

Our objective function is designed to consider user prefer-
ence and diversity at the same time. As the predictor of user
preference, i.e., the rating of item Ii given by a target user,
For predicting user preferences on unrated items, any CF al-
gorithms can be applied here. We used the traditional user-
based CF [6], the most popular method. In order to measure
diversity, we compute the dissimilarities of additional infor-
mation of items. Specifically, given two items Ii and I j, we
exploit their external features such as category, description,
creators, names, and so on. For example, if Ii is the Star
Wars movie, its set of external features AIi would be {SF, Ac-
tion, George, Lucas, Star, Wars}, each of which is extracted
from its genre, name of director, and title, respectively. Of
course, we can add more the information into the set AIi ,
such as the names of actors and keywords of its synopsis.
Using the Jaccard coefficient, we calculate the dissimilarity
between Ii and I j, D(Ii, I j), as shown in Eq. (1). The value of
D(Ii, I j) ranges from 0 to 1: the higher the value, the more
diverse Ii and I j are.

D(Ii, I j) = 1 − Jaccard(Ii, I j) = 1 −
∣∣∣AIi ∩ AIj

∣∣∣
∣∣∣AIi ∪ AIj

∣∣∣ (1)

We define our objective function as shown in Eq. (2).
Given a set R consisting of the pre-defined number of k
items, the objective function Φ(R) is expressed by the fol-
lowing, where P(Ii) represents the predicted preference nor-
malized between 0 and 1, and diversity factor d, a tunable
parameter (ranging from 0 to 1) that implies the degree of
relative importance of diversity:

Φ(R) =
1 − d
|R|
∑

Ii∈R
P(Ii) +

d
|R| × |R − 1|

∑

Ii∈R

∑

I j∈R
D(Ii, I j)

(2)

The first term in the objective function indicates the
average user preference of items in R, and the second term
does the average dissimilarity in R, i.e., the average dissim-
ilarity of all possible pairs of the items in R. The two terms
are linearly combined. The diversity factor d can adjust how
diverse the final recommendation list should be.

Rather than using the weighted sum as in Eq. (2), we
may define a different objective function, where the mul-
tiplication is used to combine the two factors as shown in
Eq. (3):

Φ(R) =
∑

Ii∈R
P(Ii) ×

∑

Ii∈R

∑

I j∈R
D(Ii, I j) (3)

2.2 Efficient Computation Strategies

It is practically infeasible to find an optimal solution of

our objective functions, since (1) finding the optimal set R
among n items is NP-hard which has a time complexity of
O(n!) and (2) the number of items, n, in e-commerce sites is
very large in general. To achieve computational efficiency,
we propose two additional strategies that can significantly
reduce the number of possible item sets to be calculated.

2.2.1 Clustering Items

The main idea of this strategy is to substitute a bunch of sim-
ilar items with an item cluster. In other words, our problem
becomes to find k clusters, rather than k items. Then, we
choose one item with the highest user preference from each
cluster to make up the final recommendation list. This strat-
egy not only reduces the number of comparisons, but also
provides a more diverse recommendation list. Since n, the
number of total items, is substituted with c, the total num-
ber of clusters (c � n), the number of comparisons with
all possible solutions is reduced from nCk to cCk. Moreover,
the recommended items may be more diverse since similar
items are likely to belong to the same cluster.

In order to group similar items, we employ a tradi-
tional distance-based clustering algorithm. Here, the well-
known k-medoid [11] algorithm is used, but any distance-
based clustering algorithms can be adopted. Once all items
are clustered, we find a set of k clusters, which maximizes
our objective function. At this step, (a) user preference on
a cluster and (b) dissimilarity between two clusters should
be measured. We define (a) as the average user preference
on items included in the cluster and (b) as the average dis-
similarity between all pairs of items from each cluster. Note
that the attribute values of items do not change frequently,
thereby not requiring to re-make clusters and to re-calculate
dissimilarity between clusters repeatedly.

2.2.2 Approximation Algorithms

Item clustering significantly reduces the number of candi-
dates to be compared. However, it is still NP-hard to find an
optimal solution, with time complexity of O(c!). Our sec-
ond strategy for efficient computations is to employ Step-
wise Forward Selection (SFS) and Stepwise Backward Elim-
ination (SBE), the greedy-based approximation algorithms.
They gradually build up the recommendation list that maxi-
mizes the objective function.

SFS approximates the optimal solution by inserting a
cluster that maximizes the objective function at every step,
eventually making up k clusters. At first, SFS compares ev-
ery pair of two clusters and chooses one pair with the high-
est score of the objective function. Then, it gradually inserts
clusters one by one while maximizing the objective function
until k clusters are found. It takes c(c−1)

2 + c(k − 2) times to
find the solution, which has the time complexity of O(c2).

SBE reverses SFS. SBE first includes all clusters in the
solution. Then, it approximates the optimal solution by
gradually removing clusters one by one while maximizing
the objective function at each step until k clusters remain. It
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takes c− k iterations, each of which has the time complexity
of O(c2). Thus, the total time complexity of SBE is O(c3).

3. Evaluation

3.1 Experimental Setup

For evaluation, we used the MovieLens 1M dataset. Note
that we have proposed two distinct objective functions,
which are based on weighted sum (denoted as WS) and
multiplication (denoted as M), and two approximation algo-
rithms, SFS and SBE. Therefore, we have four possible vari-
ations (denoted as SFS WS, SFS M, SBE WS, and SBE M,
respectively) of the proposed method. We compared our al-
gorithms with two existing diversification methods, denoted
as TD (topic diversification) [3] and DRCF (diversification
and refinement in collaborative filtering) [2], and an algo-
rithm that does not consider diversity at all, proposed in [5],
as a baseline.

We evaluated their top-k recommended items in terms
of accuracy and diversity. We vary the value of k from 2
to 10 in an increment of 2. To measure diversity, we use
average dissimilarity [2] among k items. To measure the ac-
curacy, we adopt precision, recall, and F-measure. Among
the items in our dataset, those rated as 4 or 5 are considered
as ground truth (those liked by users). For a user u, preci-
sion Pu@k and recall Ru@k can be computed by |Relu∩Recu |

|Recu |
and |Relu∩Recu |

|Relu | , respectively, where Recu denotes a set of k
items that each method recommends to u, and Relu denotes
a set of items considered as ground truth. F-measure Fu@k
is computed by 2×Pu@k×Ru@k

Pu@k+Ru@k . All the measurements are av-
eraged using 5-cross validation.

3.2 Experimental Results

Before comparing our methods with the existing methods,
we first analyzed the accuracy of our methods with differ-
ent settings of the two parameters: (1) the number of clus-
ters c and (2) diversity factor d. These experiments provide
us with the most appropriate values for parameters in our
dataset.

Figures 2 (a)–(d) show the results of our methods with
a varying number of clusters. In each graph, the x-axis rep-
resents the number of recommended items k; the y-axis does
the accuracy of our methods. We only show the results of
F-measure and omit those of the rest, since all the metrics
show similar tendencies: our methods provide the highest
accuracy when c = 20. Therefore, for the following experi-
ments, we fix the number of clusters as 20.

Figures 3 (a)–(c) represent the results while varying d
values which are used by SFS WS and SBE WS. The x-axis
represents varying d, and the y-axis indicates the accuracy
of our methods with c = 20. Here, we fix the number of
the recommended items k as 10. Both methods show the
highest accuracy when d is lower than 0.2: when d is higher
than 0.2, the accuracy decreases with the increase of d. In
other words, 0.2 provides our methods with the best tradeoff

Fig. 2 Accuracy results according to the number of clusters.

Fig. 3 Accuracy results according to the diversity factor.

between accuracy and diversity. We fix d as 0.2 hereafter.
With those parameter settings, Figs. 4 (a)–(c) show the

results. The x-axis indicates varying k and the y-axis does
the accuracy measures. Overall, our proposed methods out-
perform the existing methods. Specifically, our methods im-
prove up to 81.1% recall, 139.7% precision, and 87.2% F-
measure, respectively, compared to those of DRCF. This is
because our methods consider both preference and diversity
at once, while the existing methods consider them indepen-
dently. We also note that our accuracy values are compara-
ble to those of the popularly used recommender algorithms,
e.g., item-based CF, SVD, and SVD++, on the MovieLens
1M dataset [12]. According to [12], item-based CF, SVD,
and SVD++ provide P@10 of about 9%, 8%, and 11.5%,
respectively, and R@10 of 6%, 4.5%, and 7%, respectively.
However, they do not consider the diversification of their
top-k lists at all and thus have their recommended items tend
to be similar to each other. This would lead to the failure of
consistently stimulating the user’s appetite to spend. In con-
trast, our approach to diversifying the top-k list could reduce
such a risk by increasing the chance of introducing a vari-
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Fig. 4 Accuracy comparisons.

ety of items that users are likely to be interested in. There-
fore, our proposed method would be enough for practical
use, providing higher diversification as well as comparable
accuracy compared to other popular CF algorithms.

The previous experiments evaluate how exactly each
recommendation method matches the items that a given user
will purchase. In this experiment, we move our focus from
matching items to matching categories (i.e., genres): we
evaluate how exactly each method matches categories that
a given user will be interested in. It is based on the sim-
ple intuition that, if a user has preferred many SF movies,
recommending any SF movie may satisfy him. In order to
evaluate the accuracy of matching categories, for a user u,
we substituted the items in Relu and Recu with their corre-
sponding genres, and then measured precision, recall, and
F-measure.

Figures 4 (d)–(f) show the results. The x-axis in the
graphs indicates varying k and the y-axis does the accuracy
measures. We note that our methods provide declined pre-
cision up to 10.1%, as shown in Fig. 4 (e). This is because
our methods recommend more diversified items than exist-
ing methods. However, our tendency of diversification even-
tually helps to recommend more satisfactory items to users,
regarding that our improved recall and F-measure as shown
in Figs. 4 (d) and 4 (f), respectively.

Finally, we compared the diversity of each recommen-
dation method. The results are reported in Fig. 5, where
the x-axis indicates the number of recommended items, k,
and the y-axis does the ratio of the average dissimilarity
of items recommended by a method X to that of the base-
line method. Our proposed methods provide up to 66.5%,
36.6%, and 19.3% improved diversity compared to that of

Fig. 5 Diversity comparisons.

the baseline, DRCF, and TD, respectively. Our methods rec-
ommend more diverse items since they divide all the items
into clusters with similar items while existing methods first
find preferred items and then consider diversification among
them. Moreover, depending on the business strategy, our
methods can provide more diversified recommendation by
increasing the diverse factor d.

4. Conclusions

Existing CF algorithms suffer from the monotony problem.
Also, existing diversification methods commonly employ
the 2-step approach that inherently limits diverse recom-
mendation. We propose a novel diversification method that
provides the final recommendation list in a single step where
items are diverse as well as with high user preference. We
define the objective function to measure the diversity and
preference of a set of k items and then find the optimal so-
lution. Since it is an NP-hard problem, we also propose two
strategies for efficient recommendation: item clustering and
greedy-based approximation. Through experiments, we ob-
serve that our method improves precision up to 81.1% and
recall 139.7% compared to existing methods and provides
up to 66.5% improved diversity. The results confirm our
method successfully achieves both accuracy and diversity.

Acknowledgments

This work was supported by (1) the National Research
Foundation of Korea (NRF) grant funded by the Korea
government (MSIT; Ministry of Science and ICT) (No.
NRF-2017R1A2B3004581), (2) Next-Generation Informa-
tion Computing Development Program through the National
Research Foundation of Korea (NRF) funded by the Min-
istry of Science and ICT (No. NRF-2017M3C4A7083678),
and (3) the Ministry of Science and ICT (MSIT), Korea,
under the Information Technology Research Center (ITRC)
support program (IITP-2017-2013-0-00881) supervised by
the Institute for Information & communications Technology
Promotion (IITP).

References

[1] R. Boim, T. Milo, and S. Novgorodov, “DiRec: Diversified rec-
ommendations for semantic-less collaborative filtering,” Proc. 27th

http://dx.doi.org/10.1109/icde.2011.5767942


248
IEICE TRANS. INF. & SYST., VOL.E101–D, NO.1 JANUARY 2018

IEEE Conf. on Data Engineering, pp.1312–1315, April 2011.
[2] R. Boim, T. Milo, and S. Novgorodov, “Diversification and refine-

ment in collaborative filtering recommender,” Proc. 20th ACM Int.
Conf. on Information and Knowledge Management, pp.739–744,
Oct. 2011.

[3] C.-N. Ziegler, S.M. McNee, J.A. Konstan, and G. Lausen, “Improv-
ing recommendation lists through topic diversification,” Proc. 14th
int. Conf. on World Wide Web, pp.22–32, May 2005.

[4] T. Di Noia, V.C. Ostuni, J. Rosati, P. Tomeo, and E. Di Sciascio, “An
analysis of users’ propensity toward diversity in recommendations,”
Proc. 8th ACM Conf. on Recommender Systems, pp.285–288, Oct.
2014.

[5] F. Christoffel, B. Paudel, C. Newell, and A. Bernstein, “Blockbusters
and Wallflowers: Accurate, diverse, and scalable recommendations
with random walks,” Proc. 9th ACM Conf. on Recommender Sys-
tems, pp.163–170, Sept. 2015.

[6] X. Su and T.M. Khoshgoftaar, “A survey of collaborative filtering
techniques,” Advances in Artificial Intelligence, vol.2009, Article
ID 421425, Jan. 2009.

[7] W.-S. Hwang, J. Parc, S.-W. Kim, J. Lee, and D. Lee, ““Told you
I didn’t like it”: Exploiting uninteresting items for effective col-
laborative filtering,” Proc. 32nd IEEE Conf. on Data Engineering,
pp.349–360, May 2016.

[8] W.-S. Hwang, H.-J. Lee, S.-W. Kim, Y. Won, and M.-S. Lee, “Ef-
ficient recommendation methods using category experts for a large
dataset,” Information Fusion, vol.28, pp.75–82, March 2016.

[9] X. Zhu, J. Guo, X. Cheng, P. Du, and H.-W. Shen, “A unified frame-
work for recommending diverse and relevant queries,” Proc. 20th
ACM Conf. on World Wide Web, pp.37–46, April 2011.

[10] J. Ha, S.-H. Kwon, S.-W. Kim, C. Faloutsos, and S. Park, “Top-N
recommendation through belief propagation,” Proc. 21st ACM Conf.
on Information and Knowledge Management, pp.2343–2346, Nov.
2012.

[11] H.-S. Park and C.-H. Jun, “A simple and fast algorithm for
K-medoids clustering,” Expert Systems with Applications, vol.36,
no.2, pp.3336–3341, 2009

[12] J. Lee, D. Lee, Y.-C. Lee, W.-S. Hwang, and S.-W. Kim, “Improving
the accuracy of top-N recommendation using a preference model,”
Information Sciences, vol.348, pp.290–304, June 2016.

http://dx.doi.org/10.1109/icde.2011.5767942
http://dx.doi.org/10.1145/2063576.2063684
http://dx.doi.org/10.1145/1060745.1060754
http://dx.doi.org/10.1145/2645710.2645774
http://dx.doi.org/10.1145/2792838.2800180
http://dx.doi.org/10.1155/2009/421425
http://dx.doi.org/10.1109/icde.2016.7498253
http://dx.doi.org/10.1016/j.inffus.2015.07.005
http://dx.doi.org/10.1145/1963405.1963415
http://dx.doi.org/10.1145/2396761.2398636
http://dx.doi.org/10.1016/j.eswa.2008.01.039
http://dx.doi.org/10.1016/j.ins.2016.02.005

