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PAPER

Triple Prediction from Texts by Using Distributed Representations
of Words

Takuma EBISU†,††a), Nonmember and Ryutaro ICHISE†,††, Senior Member

SUMMARY Knowledge graphs have been shown to be useful to many
tasks in artificial intelligence. Triples of knowledge graphs are traditionally
structured by human editors or extracted from semi-structured information;
however, editing is expensive, and semi-structured information is not com-
mon. On the other hand, most such information is stored as text. Hence, it
is necessary to develop a method that can extract knowledge from texts and
then construct or populate a knowledge graph; this has been attempted in
various ways. Currently, there are two approaches to constructing a knowl-
edge graph. One is open information extraction (Open IE), and the other is
knowledge graph embedding; however, neither is without problems. Stan-
ford Open IE, the current best such system, requires labeled sentences as
training data, and knowledge graph embedding systems require numerous
triples. Recently, distributed representations of words have become a hot
topic in the field of natural language processing, since this approach does
not require labeled data for training. These require only plain text, but
Mikolov showed that it can perform well with the word analogy task, an-
swering questions such as, “a is to b as c is to ?.” This can be considered
as a knowledge extraction task from a text for finding the missing entity
of a triple. However, the accuracy is not sufficiently high when applied
in a straightforward manner to relations in knowledge graphs, since the
method uses only one triple as a positive example. In this paper, we ana-
lyze why distributed representations perform such tasks well; we also pro-
pose a new method for extracting knowledge from texts that requires much
less annotated data. Experiments show that the proposed method achieves
considerable improvement compared with the baseline; in particular, the
improvement in HITS@10 was more than doubled for some relations.
key words: distributed representations of words, knowledge extraction,
knowledge graph completion

1. Introduction

How we describe knowledge of the real world is an impor-
tant topic in the field of artificial intelligence. Knowledge
graphs are the most common way to do this in a form that
can be easily processed by computers. Knowledge graphs
such as DBpedia [1] and Freebase [2] are used for many
tasks, such as question answering, tagging contents, and
knowledge inference. Although knowledge graphs already
store a huge amount of information, encompassing millions
of entities and billions of facts, they are still far from com-
plete. One of the reasons for this is that the construction
of knowledge graphs requires a huge amount of human la-
bor because traditionally knowledge graphs are constructed
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by human editors or from semi-structured information, such
as the infoboxes of Wikipedia, which also require human
editors. In the meantime, the information to be stored in
knowledge graphs has been increasing. Thus, there is a
need for a system that can automatically construct knowl-
edge graphs, and many approaches have been considered.
Currently, there are two main approaches to automatically
constructing triples: one is called open information extrac-
tion (Open IE) [3]–[7], and it extracts a triple from a sen-
tence; the other is called knowledge graph embedding [8]–
[16], and it predicts missing triples by embedding the enti-
ties and relations of an existing knowledge graph. However,
both of these approaches have some problems. Stanford
Open IE, the best Open IE system, requires an annotated
dataset for training, and there is noise in the output triples,
which makes it difficult to match the extracted entities and
relations to an existing knowledge graph. Knowledge graph
embedding systems require sufficient information about en-
tities stored in the knowledge graph beforehand to predict a
new triple.

Recently, distributed representations of words have be-
come a hot topic in natural language processing. Distributed
representations are used to represent objects by continuous
and low-dimensional vectors. Distributed representations
of words are obtained from neural network based language
models [17]–[20]. They are trained to fill in a blank in a
sentence by considering the surrounding words; unlabeled
texts are used as training data. This approach has gained
the attention of researchers not because of its ability to pre-
dict the correct word but because of its ability to capture se-
mantic or syntactic relations between words; in other words,
it can complete word analogy tasks, answering questions
like, “a is to b as c is to ?”. This can be considered the
knowledge extraction task of predicting a missing tail en-
tity, given a head entity and a relation. Yet, if we apply this
method straightforwardly to relations contained in a knowl-
edge graph, the accuracy is not sufficiently high, because
relations in knowledge graphs are more complicated than
those of analogy tasks and this method can use only one
triple as a positive example.

In this paper, we consider how distributed representa-
tions capture syntactic or semantic relations between words,
and we propose a novel method for extracting knowledge
from texts as an extension of an analogy task and using mul-
tiple positive examples. This approach requires far less an-
notated data and has various advantages over the existing
knowledge graph population methods.
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The remainder of this paper is organized as follows.
In Sect. 2, we discuss the current neural network based lan-
guage models and the extended analogy task. In Sect. 3, we
analyze how distributed representations capture similarities
or relations between words. In Sect. 4, we present our pro-
posed method, and in Sect. 5, we present an experimental
study in which we compare our method with baseline re-
sults. In Sect. 6, we discuss related approaches to construct-
ing triples, and in Sect. 7, we present our conclusions.

2. Preliminary Concepts

Our method uses the distributed representations of words
obtained by the skip-gram model [21], which is a well-
known neural network based language model. This ap-
proach is able to succeed at the analogy task, so we used
it to predict triples from text. For the analogy task, only one
example is used for predicting the relation, which is prob-
lematic for applying it to a knowledge graph because of the
low accuracy. Therefore, we extend the analogy task so that
it uses multiple examples for predicting a triple; we call this
the extended analogy task. Here, we will give a brief de-
scription of the skip-gram model, the analogy task, and the
extended analogy task.

2.1 The Skip-Gram Model

Neural network based language models are used to learn dis-
tributed representations of words, and this requires a large
unlabeled corpus. The initial neural network based language
model was introduced by Bengio et al. [17]. Following this,
Mikolov et al. [18] proposed a simplified model with re-
duced computational complexity; this is currently the most
well-known model and is known as the skip-gram model.
We summarize it below.

Setting and Notation. We denote respectively the vocabu-
laries of words and contexts as Vw and Vc. Each w ∈ Vw and
c ∈ Vc is respectively represented by a vector �w ∈ U = Rd or
a vector �c ∈ U, where d is the dimensionality of the vector
space U. The vector �w is called the distributed representa-
tion of w, and it is used for many natural language process-
ing tasks. Let a corpus, an unannotated text, be a sequence
of words w1, w2, . . . , wn; then, Vw = {wi | i = 1, . . . , n}, and
the context of a word wi consists of the words surround-
ing it in a (2L+1)-sized window wi−L, wi−L+1, . . . , wi+L. We
denote the collection of the observed words and context
pairs as D and the number of occurrences of (w, c) ∈ D
as #(w, c). In addition,

∑
c′∈Vc

#(w, c′),
∑
w′∈Vw #(w′, c), and∑

w′∈Vw
∑

c′∈Vc
#(w′, c′) are respectively denoted as #w, #c,

and #D.

Objective Function. In this model, the probability of cooc-
currence (w, c) is defined as

P(w, c) = σ(�w · �c ) =
1

1 + e−�w·�c

where �w and �c are the vectors of the model to be learned.

The model is optimized so that P(w, c) increases for each
observed pair of a word and a context (w, c), and P(w′, c)
decreases for randomly sampled words wN ; this is called
negative sampling. The objective function for a single (w, c)
observation is as follows:

logσ(�w · �c ) − k · EwN∼PN (logσ( �wN · �c )) (1)

where k is the number of negative samples, and wN is the
sampled word, drawn according to the distribution PN (usu-
ally PN(w) ∝ #(w)α, where α is a real constant value). Then,
the global objective function F is the summation of (1) over
the observed examples (w, c) in the corpus:

F =
∑

w∈Vw

∑

c∈Vc

(logσ(�w·�c )−k ·EwN∼PN (logσ( �wN ·�c ))) (2)

2.2 Equivalence to Implicit Matrix Factorization

Levy et al. [22] showed that the optimization according to
Eq. (2) is equivalent to implicit matrix factorization of a
pointwise mutual information matrix. We will make use of
this later when we consider distributed representations.

Pointwise Mutual Information: The pointwise mutual in-
formation (PMI) of a pair of outcomes x and y that belong
to discrete random variables X and Y , respectively, is an
information-theoretic association measure that is defined as

PMI(x, y) � log
P(x, y)

P(x)P(y)

We are interested in the distribution of words and con-
texts. The PMI of a word and a context that is estimated
from observed examples in a corpus is as follows:

PMI(w, c) = log
#(w, c) · #(D)

#(w) · #(c)

Levy et al. proved analytically that the solution vectors to
Eq. (2) are also solutions to the following equation:

�w · �c = PMI(w, c) − log k (3)

2.3 The Analogy Task

One of the advantages of the distributed representations of
words obtained from the skip-gram model is that they can
solve the analogy task, which is defined as follows.

The Analogy Task: predict a word w2,2 that is in the relation
r with a word w1,2, given pair of words (w1,1, w2,1) in the
relation r.

A useful characteristic of distributed representations is that
if (w1,1, w2,1) and (w1,2, w2,2) are in the same relation, then
�w2,1 − �w1,1 � �w2,2 − �w1,2. Therefore, w2,2 is predicted by

searching for a word w whose distributed representation �w
is the closest to �w2,1 − �w1,1 + �w1,2.
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2.4 The Extended Analogy Task

In the analogy task, only one triple is used as a positive ex-
ample for predicting a word. Here, we extend the analogy
task to use more examples.

The Extended Analogy Task: predict a word w2 that is in
the relation r with a word w1, given a set of examples of
word pairs {(w1,i, w2,i)|i = 1, 2, . . . ,N} that are also in the
relation r.

The simple extension of the traditional method for the ex-
tended analogy task is to take the average �r of �w2,i − �w1,i, but
this approach does not provide sufficient improvement.

3. Analysis of How the Skip-Gram Model Works

Distributed representations of words obtained from the skip-
gram model have gathered attention because the model
has the ability to capture the similarity or relations be-
tween words. Similar words are represented by close dis-
tributed representations, and if pairs of words (w1,1, w2,1)
and (w1,2, w2,2) represent the same relation, then the formula
�w2,1 − �w1,1 � �w2,2 − �w1,2 holds. Thus, the analogy task that

consists of the question “w1,1 is to w2,1 as w1,2 is to ?”
can be answered by searching for the distributed represen-
tation that is closest to �w2,1 − �w1,1 + �w1,2. Although Levy
et al. have probed Eq. (3) which relates distributed represen-
tation of words with statistic of corpus, they did not explain
why the model captures the similarity and relations between
words. In this section, we will show that these mechanism
can be explained under certain assumptions by using Levy’s
result Eq. (3). Following this, in the next section, we will
propose a new method for the extended analogy task.

3.1 How the Skip-Gram Model Captures the Similarity of
Words

Here, we analyze how the skip-gram model captures simi-
larity; that is, why �w1 and �w2 are close when words w1 and
w2 have similar meaning. To do so, we assume the distribu-
tional hypothesis [23], and we then show how similarity of
the words is captured under this hypothesis.

The Distributional Hypothesis: a word is characterized by
the company it keeps.

According to this hypothesis, the words surrounding seman-
tically similar words w1 and w2 have similar distributions;
that is, if P(c|w1) � P(c|w2) for an arbitrary c ∈ Vc, then this
implies PMI(w1, c) � PMI(w2, c). According to Eq. (3), if
PMI(w1, c) = �w1 · �c − log k and PMI(w2, c) = �w2 · �c − log k,
then the equation �w1 · �c � �w2 · �c holds for arbitrary c ∈ Vc.
Hence, the vectors �w1 and �w2 are also close.

3.2 How the Skip-Gram Model Performs the Analogy
Task

We now consider how the skip-gram model performs the

analogy task; that is, we ask why �w2,1 − �w1,1 and �w2,2 − �w1,2

are close when word pairs (w1,1, w2,1) and (w1,2, w2,2) are in
the same relation r. Usually {w1,1, w1,2} and {w2,1, w2,2} have
the same types: respectively, type 1 and type 2. The dis-
tributed hypothesis says the meaning of a word is defined
by the cooccurrence of each word, and here, to explain the
mechanism to capture a relation between words, we will as-
sume two new hypotheses that arar to the distributional hy-
pothesis.

The Type Distributional Hypothesis: There exists Vt ⊂ Vc,
and the type of a word is determined by its company in Vt.

The Relational Distributional Hypothesis: For a relation r
whose domain is words of type 1 and whose range is words
of type 2, there exists Vr ⊂ Vc; if a word of type 1 and a
word of type 2 are in the relation r, then the company they
keep in Vr is similar.

For example, for the types “human” and “place”, pro-
nouns like “his”, “him”, and “her”, or verbs like “walk” or
“eat” tend to cooccur with a human name, and the words like
“population” and “area” are likely to cooccur with a place
name. For the relation “live in”, country-specific words such
as the names of traditional things or particular places tend to
cooccur with the country and the people who live there.

A question of the analogy task consists of two pairs
of words in the same relation r: (w1,1, w2,1) and (w1,2, w2,2),
where w2,2 is a word to be predicted. Following the type
distributional hypothesis, there exists Vt ⊂ Vw that charac-
terizes the type of words, and w1,1 and w1,2 have the same
type; thus PMI(w1,1, c) � PMI(w1,2, c) for arbitrary c ∈ Vt.
The same is true of w2,1 and w2,2. Following the rela-
tional distributional hypothesis, there exists Vt ⊂ Vw that
characterizes the type of words and Vr ⊂ Vw that char-
acterizes r, and if w1,1 and w2,1 have the relation r, then
PMI(w1,1, c) � PMI(w2,1, c) for arbitrary c ∈ Vt. The same
is true of w1,2 and w2,2. Therefore, the following four equa-
tions hold:

�w1,1 · �c � �w1,2 · �c, �w2,1 · �c � �w2,2 · �c (∀c ∈ Vt)

�w1,1 · �c � �w2,1 · �c, �w1,2 · �c � �w2,2 · �c (∀c ∈ Vr)

Hence, the following equation holds:

( �w2,1 − �w1,1 + �w1,2) · �c � �w2,2 · �c (∀c ∈ Vt ∪ Vr)

Therefore, �w2,1 − �w1,1 + �w1,2 and �w2,2 are similar, and
the analogy task can be answered by the distributed repre-
sentation of words.

Here, we did not consider the words in Vrest = Vc \
(Vt ∪ Vr). We think they adversely affect prediction, and if
they are ignored, accuracy will be improved.

4. Proposed Method for The Extended Analogy Task

In this section, we propose a novel method for the extended
analogy task using distributed representations of words. In
the previous section, we inferred that some words are impor-
tant for the analogy task under some assumptions, and we
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think that the other words adversely affect the performance
of the task. After processing text using a neural network
based language model, output distributed representations of
words have mixed information about cooccurrence with all
other words. First, we will show that we can ignore the ef-
fect of any given word by using a projection function. After
that, we will present a method for selecting appropriate in-
formation.

4.1 Reduction of Word Information in Distributed Repre-
sentations

The distributed representation of a word has complete in-
formation about the cooccurrence of that word with other
words. However, we inferred that only some of the words
are important for the analogy task. Here, we introduce a pro-
jection function to reduce the information of cooccurrences
for a word.

We denote this projection function from U to U′ as
pro jU′ , and it is defined as follows:

pro jU′ (�v ) =
n∑

i=1

(�bi ·�v )�v (�v ∈ U)

where b1, b2, . . . , bn is a orthonormal basis of U′. If �c is
perpendicular to U′, where c ∈ Vc, then pro jU′ (�w) · �c = 0
holds for arbitrary w ∈ Vw. According to Eq. (3), the value
of �w · �c represents the frequency of cooccurrence of w and
c, so we can ignore the effect of the cooccurrence with c by
using pro jU′ . On the other hand, if �c is included in U′, then
pro jU′ (�w) · �c = �w · �c holds for arbitrary w ∈ Vw. Hence, by
choosing an appropriate U′, we can leave the information
about the contexts that we need.

4.2 How to Determine a Subspace U′ for the Extended
Analogy Task

In Sect. 4.1, we showed a way to select information about
cooccurring words in distributed representations by using a
projection function. In this section, we will show how to
find an appropriate U′ for the projection when performing
the extended analogy task.

We want the distributed representations to hold infor-
mation about Vt and Vr because we concluded that it was
important for the analogy task; this means we want �c to be
in U′. We also inferred that ( �w2,1 − �w1,1) ·�c � ( �w2,2 − �w1,2) ·�c
holds for ∀c ∈ Vt ∪ Vr, where the word pairs (w1,1, w2,1) and
(w1,2, w2,2) are in the same relation r. Then, all (w2,i−w1,i) ·�c
are similar for arbitrary c ∈ Vt ∪ Vr, where {(w1,i, w2,i)|i =
1, 2, . . . ,N} is a given set. Hence, we determine U′ so that
pro jU′ ( �w2,i − �w1,i) are similar for arbitrary (w1,i, w2,i) ∈ S r.
The example of the “capital” relation is presented in Fig. 1.
We set the objective function F to determine U′ as the vari-
ance of {pro jU′ ( �w2,i) − pro jU′ ( �w1,i) | (w1,i, w2,i) ∈ S r}:

F =
N∑

i=1

||pro jU′ ( �w2,i) − pro jU′ ( �w1,i) − pro jU′ (�r)||22 (4)

Fig. 1 The differences of word vectors in the relation “capital”. The orig-
inal difference vectors are located apart as shown in (a). The proposed
method chooses important elements of vectors by projection to U′ and
makes them close as shown in (b)

where�r =
∑N

i=1( �w2,i− �w1,i)/N, and d′, the difference between
d and the dimension of U′, is a hyperparameter. For the
extended analogy task, w2 is predicted by finding the word
whose projected distributed representation is the closest to
pro jU′ ( �w1 + �r).

4.3 Calculation Technique

We now present a technique for implementing the proposed
method. Let (b1, . . . , bd) be an orthonormal basis of U,
where bd′+1, . . . , bd span U′. Then,

F =
N∑

i=1

||pro jU′ ( �w2,i − �w1,i − �r )||22

=

N∑

i=1

d∑

j=d′+1

(bT
j ( �w2,i − �w1,i − �r ))2

=

N∑

i=1

d∑

j=d′+1

bT
j ( �w2,i − �w1,i − �r)( �w2,i − �w1,i − �r )Tb j

=

d∑

j=d′+1

bT
j (

N∑

i=1

( �w2,i − �w1,i − �r)( �w2,i − �w1,i − �r )T)b j

We note that
∑d

j=d′+1( �w2,i − �w1,i − �r )( �w2,i − �w1,i − �r )T is a
symmetric matrix. Hence, there exists an orthonormal ma-
trix O and a diagonal matrix Λ such that

∑d
j=d′+1( �w2,i− �w1,i−

�r )( �w2,i − �w1,i − �r )T = OΛOT. The vectors of O are eigen-
vectors of

∑d
j=d′+1( �yw,i − �w1,i − �r )( �w2,i − �w1,i − �r )T, and the

diagonal elements of Λ are their eigenvalues. Therefore,
we can choose d − d′ eigenvectors in descending order of
their eigenvalues and take their corresponding eigenvectors
as bd′+1, . . . , bd to minimize F. These bd′+1, . . . , bd deter-
mine U′.

5. Experiments

5.1 Experimental Settings

We conduct the extended analogy task. That is, when given



EBISU and ICHISE: TRIPLE PREDICTION FROM TEXTS BY USING DISTRIBUTED REPRESENTATIONS OF WORDS
3005

an entity and a relation, we used proposed method to predict
the missing entity, or in other words, we predict the tail en-
tity t given (h, r, ∗). This is an extension of the analogy task,
and multiple examples can be used as training data. We con-
ducted experiments following three different approaches.

Exp. 1 We examined the effect of the hyperparameter of
proposed method, d′, on the accuracy of the extended
analogy task by letting its value range from 0 to 300.
The experiment was conducted using 10-fold cross-
validation for each relation.

Exp. 2 We attempted to determine an appropriate value of
d′. We conducted 10-fold cross-validation on the train-
ing data, and then used the d′ with the highest accuracy
on the training data to evaluate the test data.

Exp. 3 Without a knowledge graph, the triples for the train-
ing data must be selected by human editors. In such a
situation, only a small number of triples will be avail-
able for use as training data. We randomly selected 100
and 1000 triples for the training and test data, respec-
tively.

5.1.1 Distributed Representation of Words and Word Pairs
for Experiments

Our experiments were conducted on distributed representa-
tions made from Wikipedia texts and some of the triples in
the FB13 dataset [24].

We used word2vec† to obtain the distributed represen-
tation of words. The dimension of the representation space
was set to 300, and the skip-gram model was used to ob-
tain the distributed representations. The training corpus was
Wikipedia in English, which has a total of 1.8 billion words.
Prior to processing by word2vec, we processed it twice by
word2phrase to form phrases. This meant that there were
phrases of up to four words, since word2phrase connects
two words that frequently occur together. After processing
the corpus by word2vec, we obtained 863,822 unique words.
As in the paper by Mikolov [18], we used the normalized
distributed representation.

FB13 is a dataset of triples from the people domain
of Freebase, and it contains triples concerned with thirteen
relations. We used those triples of which the head and tail
entities existed in distributed representations. Details of the
dataset are shown in Table 1. Triples (hi, r, ti) in the dataset
are considered as word pairs (hi, ti) in the relation r.

5.1.2 Evaluation Protocol

10-fold cross-validation was conducted for each relation in
each experiment. In Experiments 1 and 2, for each step,
we used 90% of the dataset for training and 10% for tests.
In Experiment 3, 100 word pairs were randomly chosen for
training data, and 1000 word pairs were used for testing. We

†https://code.google.com/archive/p/word2vec/

Table 1 Number of triples of FB13W

Relation # triples Relation # triples
gender 11452 cause of death 3935

nationality 10171 religion 2614
profession 12674 parents 446

place of death 3935 children 435
place of birth 7978 ethnicity 1243

location 7170 spouse 621
institution 1820

determined U′ using the training data as in (4) and given d′.
Each test pair (h, t) in the relation was then corrupted by
replacing the tail with every word w in the vocabulary, so
that we obtained 863,822 corrupted word pairs. We then
calculated validity of corrupted triples and ranked them in
descending order. The score of the word pairs (h, w) was
calculated according to the score function S :

S (h, w) = −||pro jU′ (�r ) − pro jU′ (�w − �h)||22
We then got the rank of the original word pairs, and we cal-
culated the accuracy of the prediction in two ways: the pro-
portion of testing triples whose rank is the top (HITS@1)
and whose rank is in the top 10 (HITS@10). A higher
HITS@1 or HITS@10 indicates a better performance.

For comparison, we conducted the extended analogy
task using other methods. The first method is the one used
for the original analogy task. In this method, for each word
pair (h, t), a positive example (h′, t′) is chosen randomly
from the training set. The score function for the corrupted
word pair (h, w) is as follows:

S ANA(h, w) = −||(�t′ − �h′) − (�w − �h)||22
We will refer to this method as ANA.

In the second method, the average of the difference be-
tween the distributed representations of the head and tail en-
tities is used to represent the relation. The score function is
as follows:

S AVE(h, w) = −||�r − (�w − �h)||22
We will refer to this method as AVE. Note that AVE is a
special case (d′ = 0) of the proposed method.

We will refer to the proposed method as PM.

5.2 Experiment 1

To examine the effect of d′, the accuracy rate of the extended
analogy task was evaluated using the proposed method and
letting d′ vary from 0 to 300.

Experimental results are shown in Table 2 and labeled
PM (Exp. 1); these are the best scores obtained, and d′ at
that time is indicated. We observed following.

The accuracy of AVE was better than that of ANA for
most relations. However, for “cause of death” and “ethnic-
ity”, the accuracy was worse. This means that the vectors
(�t − �h) for these relation did not form a single cluster but
were divided into multiple clusters. Hence, by taking their
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Table 2 Results of experiments 1 and 2

Tasks HITS@1 (%) HITS@10 (%)

Relation ANA AVE PM (Exp. 1) d′ PM (Exp. 2) ANA AVE PM (Exp. 1) d′ PM (Exp. 2)
gender 79.1 88.6 92.8 30 92.9 99.2 100 100 0 100

nationality 20.5 46.2 66.2 10 66.2 36.4 70.3 95.8 20 94.4
profession 5.1 9.5 27.4 30 26.6 18.7 29.6 61.4 40 60.1

place of death 1.9 2.2 15.1 40 14.7 8 9.3 35.4 40 33.5
place of birth 0.8 0.7 6.7 40 7.0 3.2 3.5 20.3 60 19.7

location 0.9 0.5 7.0 20 6.6 3.4 2.8 22.0 40 21.7
institution 2.9 5.8 15.7 20 14.4 14.7 25.9 45.2 90 44.6

cause of death 4.4 1.3 11.2 10 10.5 9.4 11.1 56.7 60 54.7
religion 9.9 20.1 34.3 40 34.7 26.9 48.4 79.8 60 76.2
parents 6.0 8.5 9.2 10 8.5 25.8 34.3 39.5 70 38.6
children 7.8 8.7 9.2 20 8.5 23.9 34.2 35.7 30 34.4
ethnicity 23.2 8.8 49.6 40 47.9 25.3 23.9 88.3 160 82.7
spouse 5.5 6.4 72.1 220 71.3 12.4 16.3 89.5 220 88.7

Fig. 2 Graphs for “profession” and “ethnicity”

average, �r was located far from the other vectors (�t − �h).
The values of d′ with HITS@1 were mostly in the

range from 10 to 40, and the values of d′ with HITS@10 are
mostly in the range from 20 to 90. Hence, the dimensional-
ity of the remaining subspace was greater than 200, and the
discarded subspace was small compared with the remaining
subspace. Also, note that d′ for “spouse” was significantly
high, 230 and 210 for HITS@1 and HITS@10, respectively.

The accuracy rate of “spouse” was unexpectedly im-
proved by the proposed method. We think this was be-
cause “spouse” is the only symmetrical relation considered.
Hence, it is highly possible that reversed triples in the testing
data were contained in the training data.

The accuracies for “children” and “parents” were low.
We think this is because the range types of these relations
are human and the frequency of the occurrence of a specific
person is relatively low in the corpus.

The accuracy of our proposed method was higher than
each of the baselines. The results of the tasks for “reli-
gion”, “ethnicity”, and “spouse” were especially good. All
of them were improved by more than 10% for HITS@1, and
for “spouse”, the proposed method outperformed the base-
line, with an improvement of more than 65% improvement.
Predictions for “gender” were the most accurate with the
proposed method, at 93.1%. These results show for the pro-
posed method that some of the cooccurrence information is
important for predicting related words and the other infor-
mation adversely affects prediction.

The details of the effect of d′ for “profession” and “eth-
nicity” are shown in Fig. 2. We observed the following.

In both graphs, accuracy increases rapidly as d′ in-
creases, and then stabilizes until d′ becomes too large, after
which it decreases because important components are lost.
We show this for only two relations, but the same pattern
occurred with the other relations.

As can be seen, accuracy is maintained over a wide
range of d′. This shows the robustness of the proposed
method.

We conclude the proposed method is better than base-
lines if the value of d′ can be appropriately chosen and to
choose the value is expected to be easy because of robust-
ness from these two results.

5.3 Experiment 2

Experiment 1 was performed to evaluate for each preset
value of d′. However, when the proposed method is used
as the predictor, d′ needs to be determined in advance. In
this experiment, d′ was determined a priori from training
data. To do so, for each step of the 10-fold cross-validation,
we repeated the 10-fold cross-validation for the training set
with a different value of d′; we thus determined the value
for d′ that resulted in the best accuracy.

Experimental results are shown in Table 2, where the
scores of this experiment are labeled PM (Exp. 2). We ob-
served the following.
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Only the result for “children” was lower than the base-
line for HITS@1, and the result for “parents” equaled that of
the baseline. We think this occurred because there were in-
sufficient training data. The triples for “children” and “par-
ents” had the lowest frequencies. The accuracy of HITS@10
was still better than the baseline.

The improvements in HITS@10 were especially large.
The accuracy for “cause of death” was improved by 44%,
that for “ethnicity” by 59%, and that for “spouse” by 72%.

In most cases, the accuracy of the proposed method
was higher than that of the baseline. They were a little lower
than the best accuracy rates of the proposed method in Ex-
periment 1, but they were still competitive. These results
show that the dimension of the U′ can be adequately deter-
mined from the training data and the proposed method is the
most suitable for the extended analogy task.

5.4 Experiment 3

Experiments 1 and 2 used a large number of triples as the
training dataset. This is reasonable for the completion of an
existing knowledge graph because these are already avail-
able. However, there are difficulties when a new knowledge
graph must be prepared by human editors. Thus, we con-
ducted Experiment 3 using a small training set as a way
of evaluating the usefulness of the proposed method for
the construction of a new knowledge graph. We randomly
choose 100 word pairs for the training dataset and 1000 for
the test dataset. If there were not enough word pairs, then
100 triples were chosen at random, and the remainder were
used for the test.

Experimental results are shown in Table 3. We ob-
served the following.

Prediction of “gender”, “nationality”, and “profession”
were still good, but for “ethnicity” and “spouse” there was
little improvement in accuracy. As can be seen, the most ap-
propriate d′ for “ethnicity” and “spouse” were higher than
the optimal values for the others. Hence we assume that this
was because a higher dimensional subspace would be redun-
dant for predicting triples concerned with these relations and
would require more triples to determine.

Table 3 Results of experiment 3

Tasks HITS@1 (%) HITS@10 (%)

Relation AVE PM AVE PM
gender 60.7 63.1 66.7 66.7

nationality 30.6 42.0 45.4 61.5
profession 6.4 18.7 20.5 42.3

place of death 1.5 9.1 6.1 20.9
place of birth 0.4 2.8 2.0 8.0

location 0.2 3.3 1.5 9.8
institution 1.0 2.6 4.6 8.2

cause of death 0.4 3.9 3.8 17.5
religion 5.0 8.0 12.4 20.0
parents 1.1 0.8 4.4 5.0
children 1.2 0.9 4.5 4.9
ethnicity 1.0 6.3 2.1 10.4
spouse 0.1 2.3 2.0 3.6

Most of the results with the proposed method were bet-
ter than those of the baseline for HITS@1 and all results
were better than for HITS@10. These results show that
the proposed method is better than the baseline method for
constructing a knowledge graph. We conclude the proposed
method can adequately determine U′ with small amount of
training set and predict unknown triples more precisely than
the baseline to construct a new knowledge graph.

6. Related Work

There have been many previous studies of knowledge graph
completion and knowledge extraction from texts. Currently,
there are two main approaches: knowledge graph embed-
ding and open information extraction. Each of these meth-
ods and our proposed method requires a different type of
data for training and has unique characteristics.

6.1 Knowledge Graph Embedding

Knowledge graph embedding is currently the most ac-
tive area of research for prediction of links in knowledge
graphs. The basic model of knowledge graph embedding
is TransE [11]; in this model, entities and relations are rep-
resented by vectors, and parameters are learned so that the
difference vector of entities matches the vector of the rela-
tion between them.

Many variations of TransE have been proposed.
TransH [12] uses a projection to a hyperplane for each rela-
tion. There might be multiple relations between a given pair
of words, so they tried differentiate the relation by lever-
aging projection. In TransR [13], each relation has an ad-
ditional matrix, and the entity vectors are transformed be-
fore calculating the difference. Relations may have multiple
meanings, so in TransG [16], each relation is represented by
multiple vectors. These models are used for link prediction
or triple classification, similar to what is done in our pro-
posed method.

These models only require a knowledge graph, but it
must be sufficiently large, since it is the only source of in-
formation. If there is no triple that includes a given entity,
then the model will not be able to predict its relations. In
our proposed method, we use text, but we use only triples
for a single relation. We can predict a triple including a new
entity without the need for a priori triples with it.

6.2 Open Information Extraction

OpenIE refers to the extraction of triples from a sentence.
REVERB [4], Ollie [5], and Stanford OpenIE [7] are well-
known models. This approach is useful for abstraction of
a sentence, but output entities and relations are sometimes
modified by other words. There are many ways to represent
a given entity or relation, so it is necessary to have a sys-
tem for matching entities and relations with the knowledge
graph in order to predict links and classify triples [25]–[27].
Stanford Open IE, the current best such system, is trained
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using labeled data: sentences are annotated to indicate what
triples can be extracted. Hence, to adapt new relations, addi-
tional annotated data must be prepared, and this is not easy.

OpenIE models can extract only triples that are clearly
stated in a sentence, but our proposed method can predict
those that are stated indirectly. For example, “Musashi
Miyamoto”, a famous samurai in Japan, and “male” do not
appear in any sentence in the corpus, so an OpenIE system
cannot predict the triple (Musashi Miyamoto, gender, male).
However our proposed method predicted this triple in the
experiment using information contained in the surrounding
words.

7. Conclusions

In this paper, we analyzed how the skip-gram model cap-
tures similarity and relations between words, and we showed
that information of cooccurrence about particular words are
important for the extended analogy task. We also proposed a
new method for the extended analogy task, using distributed
word representations that require less labeled data than do
traditional methods. Experiments with the extended anal-
ogy task gave results that were far better than baseline re-
sults and showed that our proposed method has advantages
over the traditional methods. Our method can extract infor-
mation as triples from text, which is the most common form
in which information is stored.

References

[1] J. Lehmann, R. Isele, M. Jakob, A. Jentzsch, D. Kontokostas, P.N.
Mendes, S. Hellmann, M. Morsey, P. van Kleef, S. Auer, et al.,
“Dbpedia–a large-scale, multilingual knowledge base extracted from
Wikipedia,” Semantic Web, vol.6, no.2, pp.167–195, 2015.

[2] K. Bollacker, C. Evans, P. Paritosh, T. Sturge, and J. Taylor, “Free-
base: A collaboratively created graph database for structuring hu-
man knowledge,” in Proceedings of the 2008 ACM SIGMOD Inter-
national Conference on Management of Data, pp.1247–1250, 2008.

[3] A. Carlson, J. Betteridge, B. Kisiel, B. Settles, E.R. Hruschka, and
T.M. Mitchell, “Toward an architecture for never-ending language
learning,” in Proceedings of the Twenty-Fourth AAAI Conference
on Artificial Intelligence, pp.1306–1313, 2010.

[4] A. Fader, S. Soderland, and O. Etzioni, “Identifying relations for
open information extraction,” in Proceedings of the Conference on
Empirical Methods in Natural Language Processing, pp.1535–1545,
2011.

[5] Mausam, M. Schmitz, R. Bart, S. Soderland, and O. Etzioni, “Open
language learning for information extraction,” in Proceedings of the
2012 Joint Conference on Empirical Methods in Natural Language
Processing and Computational Natural Language Learning, pp.523–
534, 2012.
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