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PAPER

A Mixture Model for Image Boundary Detection Fusion

Yinghui ZHANG†a), Nonmember, Hongjun WANG††b), Member, Hengxue ZHOU††c),
and Ping DENG††d), Nonmembers

SUMMARY Image boundary detection or image segmentation is an
important step in image analysis. However, choosing appropriate parame-
ters for boundary detection algorithms is necessary to achieve good bound-
ary detection results. Image boundary detection fusion with unsupervised
parameters can output a final consensus boundary, which is generally bet-
ter than using unsupervised or supervised image boundary detection algo-
rithms. In this study, we theoretically examine why image boundary de-
tection fusion can work well and we propose a mixture model for image
boundary detection fusion (MMIBDF) to achieve good consensus segmen-
tation in an unsupervised manner. All of the segmentation algorithms are
treated as new features and the segmentation results obtained by the algo-
rithms are the values of the new features. The MMIBDF is designed to
sample the boundary according to a discrete distribution. We present an
inference method for MMIBDF and describe the corresponding algorithm
in detail. Extensive empirical results demonstrate that MMIBDF signifi-
cantly outperforms other image boundary detection fusion algorithms and
the base image boundary detection algorithms according to most perfor-
mance indices.
key words: expectation maximization, image boundary detection fusion,
image segmentation, mixture model

1. Introduction

Image boundary detection or image segmentation is the
main and most important method for extracting informa-
tion from an image. In this method, an image is divided
into several parts where each part contains a particular fea-
ture [12]. It is easy to find interesting features in the source
image based on these outputs. Image segmentation is ap-
plied widely in image retrieval, image recognition, and other
fields, where a complex image is segmented into simple
and readily analyzed parts. The source image only con-
tains insufficient and uncertain information about the object,
whereas global information is required. Image boundary de-
tection and fusion are used widely in areas such as remote
sensing, automatic control, medical imaging, and computer
graphics. Image segmentation or image boundary detection
is a key step in image analysis, and it plays important roles
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in object recognition, occlusion boundary estimation, im-
age compression, image editing, and image retrieval. Many
image segmentation and image boundary detection methods
require appropriate parameters to achieve good results. In
general, unsupervised approaches are not suitable for effec-
tively selecting the best parameters [1], [24], [37], so the pa-
rameters are typically selected by using supervised learning
methods or manual approaches.

Image boundary detection fusion is an alternative
method for obtaining good results without selecting any
parameters, where it can be regarded as a symbolic level
of image fusion that uses several boundary detection algo-
rithms or an algorithm with different unsupervised param-
eters to process an image and obtain several boundaries.
The boundaries are then combined in an unsupervised man-
ner to obtain a consensus boundary. Several previous stud-
ies [6], [9], [44], [45], [48] have addressed this problem, but
three fundamental drawbacks affect existing image bound-
ary detection fusion methods, as follows.

(i) There have been no theoretical analyses of image
boundary detection fusion and it is still unclear why
image boundary detection fusion works well.

(ii) High volumes of computations are required because
images normally comprise a large number of pixels.
For example, a rather small image of 400 × 400 pix-
els (each pixel is regarded as an object) would yield
a dataset of 160000 objects [9]. In addition, graph-
based and similarity or dissimilarity matrix-based ap-
proaches [9] are used for fusion, where a 160000 ×
160000 matrix is produced for computation.

(iii) Most of the existing algorithms for image boundary de-
tection fusion are designed in a discriminate manner
and there is no generative model for solving the fusion
problem. Thus, we must test the generative model to
solve the problem and determine whether it works.

To address these problems, in this study, we propose a mix-
ture model for image boundary detection fusion (MMIBDF)
to solve the image boundary detection fusion problem.
MMIBDF addresses the image boundary detection fusion
problem by using a mixture model to effectively maintain a
multinomial distribution over all possible consensus bound-
aries. MMIBDF treats the boundary result obtained by an
image boundary detection algorithm for each object as a
feature vector with discrete feature values, and it learns a
mixture model from this feature representation so its com-
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plexity is relatively low. Our extensive empirical evalua-
tions demonstrated that MMIBDF outperformed other im-
age boundary detection fusion algorithms as well as the base
image boundary detection algorithms with different param-
eters in terms of the most popular performance indices. The
present study makes three main contributions, as follows.

(i) First, we demonstrate why image boundary detection
fusion is needed. Based on information theory, we
proved that image boundary detection fusion can out-
perform a single algorithm for boundary detection and
obtain better results.

(ii) Second, our proposed algorithm for image boundary
detection fusion is totally unsupervised, where the re-
sults obtained by base boundary detection are viewed
as new features, which can simplify the image bound-
ary detection fusion process.

(iii) Third, the result obtained by each base image boundary
detection algorithm in the model can be regarded as
a multinomial distribution, and a multinomial mixture
model is designed for image boundary detection fusion.
We propose a generative model to explore the image
boundary detection fusion problem.

The remainder of this paper is organized as follows. In
Sect. 2, we provide a detailed overview of related research.
In Sect. 3, we introduce the object function for image bound-
ary detection fusion based on information theory. We then
prove that under certain conditions, the image boundary de-
tection fusion results are very close to or equal to the ground
truth. In Sect. 4, we explain the proposed MMIBDF method
in detail, including the inference method and a description
of the algorithm. Our experimental results are presented in
Sect. 5. Finally, we give our conclusions in Sect. 6.

2. Related Work

Many image segmentation or boundary detection algorithms
have been proposed in the last 40 years. Since the 1970s,
many studies have addressed the problem of image segmen-
tation or image boundary detection, and great progress has
been achieved. In general, image segmentation methods
can be categorized according to five classes: (1) Threshold
methods [7], [8]; (2) Edge detection methods [10], [25]; (3)
Statistical-based methods [15], [17]; (4) Region-based seg-
mentation methods [38]; and (5) Methods based on special-
ized information [27].

Image fusion [5] aims to reduce uncertain information
and minimize redundancy, enhance the reliability, and max-
imize the relevant information for an objective task. The
same source image can yield different fusion results because
the objectives of fusion tasks and the relevant information
are different [14].

Recently, several highly cited studies have investigated
the theory and practice of image fusion (e.g., [4], [34], [39]).
The discrete wavelet transform is a method used for fusing
images in many applications [20], and the dual-tree complex
wavelet transform was proposed more recently [18]. Feature

level-based fusion algorithms first divide the image into sev-
eral sub-images, before fusing them according to the char-
acteristics of the sub-images [19], [32], [49]. Feature level
fusion is not sensitive to noise [33]. In multi-sensor systems,
each sensor camera has specific parameters so image regis-
tration is needed. Image registration is also based on image
fusion [13], [50].

Lucas et al. [9] constructed a new framework that uses
ordinary clustering and ensemble algorithms to solve the
image boundary detection fusion problem. Viany et al. re-
garded the fusion problem as a feature selection problem,
where they utilized a selection criterion based on mutual in-
formation. Starting with the object regions detected roughly
by one sensor, the technique proposed by Ren [43] aims to
extract relevant information from another sensor in order to
complete the object segmentation process. Furthermore, the
fusion problem decision map is a basic concept where the
decision map decides the information that will be extracted
from each specific region. Li et al. [21] proposed an algo-
rithm that uses the classical k-means algorithm to segment
input images, before employing a genetic algorithm to fuse
them, where this method has been used for medical tumor
detection [35].

Recently, image boundary detection fusion (combina-
tion) has attracted much attention because of its various ad-
vantages, where it aims to output a final consensus segmen-
tation result based on a set of different segmentation results
but without requiring supervision. Different combination
methods [6], [44], [48] that consider the size of the data or
the structure of the pattern’s lattice have been designed to
deal with the image segmentation combination problem. Xu
et al. [45] employed the mean shift algorithm to obtain an
initial boundary contour for an object and the Canny edge
detection algorithm to extract salient edges, before integrat-
ing the results. A segmentation ensemble method based on
the weighted partition consensus [42] was proposed based
on kernel methods [41], where the main limitation that af-
fected this approach was an image with large number of pix-
els. Therefore, a symmetric matrix containing the number
of pixels in the image was used in the worst case for his al-
gorithm, which requires large amounts of computations. A
random walker approach [44] was also proposed to combine
multiple segmentation results to obtain an approximation of
the generalized median segmentation result.

3. Image Boundary Detection Fusion

In the following, we describe the problem of image bound-
ary detection fusion in detail and theoretically prove that the
image boundary detection fusion results can be better than
the base image boundaries. The notations used in this study
are summarized in Table 1.

3.1 Problem Definition

Boundary detection fusion aims to combine several bound-
aries into a consensus boundary that represents the opti-



ZHANG et al.: A MIXTURE MODEL FOR IMAGE BOUNDARY DETECTION FUSION
1161

Table 1 Notations

Symbol Explanation
M Number of boundaries
N Number of pixels
P Set of image pixels
p Pixel in an image
X, λ Boundaries obtained by different boundary detection algorithms
s Base boundary detection algorithm
K Number of values in all boundaries
K(j) Number of values in the jth boundary
π Mixing coefficients
Θ Parameter for a mixture model
b Variable boundary

mal boundary. In general, different boundary detection al-
gorithms (or one boundary detection algorithm with differ-
ent parameters) are first used to generate a set of different
boundaries. An image boundary detection fusion algorithm
is then used to obtain a consensus boundary.

Given N pixels P = {pi, [i]N
1 } in an original image

and M image boundary detection algorithms (or one bound-
ary detection algorithm with M parameters) S = {s j, [ j]M

1 },
we obtain M boundary results, with one from each al-
gorithm. If λi j denotes the boundary assigned to pi by
s j, then the boundary detection algorithm s j yields a seg-
mentation of the entire original pixels given by λ j =

{λi j, [i]N
1 } = {s j(pi), [ j]M

1 }. Image boundary detection fu-
sion can be solved by finding a median partition λ∗ from
{λ j, [ j]M

1 }. In this study, the function d(λ∗, λ j) is the sym-
metric difference distance metric and we aim to find a set
partition λ∗ such that

λ∗ = argλmin
M∑

j=1

d(λ j, λ). (1)

An optimal median boundary can be found by solving this
optimization problem, which is NP complete [3]. An ex-
haustive search approach for the problem has computational
complexity of O(KN/M!) for N ≥ 2 and M ≥ 2. Exhaus-
tive search to solve Eq. (1) is computationally expensive be-
cause there are KN/K! possible subsets. However, some de-
terministic optimization strategies [28], [29] can solve this
problem.

3.2 On Image Boundary Detection Fusion

Next, we explain the motivation for boundary detection fu-
sion in detail. We also show that image boundary detec-
tion fusion is more robust and stable than any single bound-
ary detection algorithm, where the results obtained can be
extremely close to the ground truth. We assume that the
results obtained by any boundary detection algorithms are
better than random guesses and that they are independent of
each other. The majority voting algorithm is used for im-
age boundary detection fusion. First, we show that Eq. (2)
is valid,

lim
M→∞ pc = 1, pc >

1
K
, c = (1, 2, . . .M), (2)

where pc is the accuracy of boundary detection fusion, pc

is also the accuracy of any single boundary detection al-
gorithm, and M is the number of boundary detection algo-
rithms, where each pc is independent of others. It seems that
M → ∞ is unacceptable but in a real situation, it is accept-
able for M to range from 5–100 and a better result can be ob-
tained. For example, if we have five completely independent
boundary detection algorithms, then majority voting is used
for boundary detection fusion. If the accuracy is 0.7 for each
algorithm, then 10×(0.73)×(0.32)+5×(0.74)×(0.3)+(0.75) =
0.837 is the majority vote fusion accuracy. If 101 boundary
detection algorithms are available, then the majority vote
fusion accuracy is 0.999. Each partition of the pixel sta-
tus (i.e., boundary or not) matches the ground truth with a
probability of h; otherwise, h > ∀gi. Let Y1 be the num-
ber that match the ground truth and Yi is the number that
do not match the ground truth. For M independent seg-
mentations, the random variables Y1 and Yi are subject to
the multinominal distribution: Y1 ∼ B(h,M), Yi ∼ B(g,M),
where h > 1/K and

∑K
i=2 gi + h = 1. Given M indepen-

dent partitions, the joint probability of random variables Y1,
Yi is a multinomial [30] according to the probability mass
function †.

P(Y1 = M1,Y2 = M2, . . . ,YK = MK)

=
M!

M1!M2! . . .MK!
hM1gM2 . . . gMK , (3)

where M = M1 + M2 + . . . + MK .
The probability pc of boundary fusion based on M par-

titions using majority voting is

pc = P(Y1 > Y2,Y1 = Y3, . . . ,Y1 = YK)

= 1 − P(Y1 ≤ Yi) (4)

∀i ≥ 2, P(Y1 ≤ Yi)→ 0 and M → ∞,

pc ≥ 1 −
K∑

i=2

P(Y1 ≤ Yi). (5)

Let Zi =
Y1−Yi

M . P(Y1 ≤ Yi) can be rewritten as P(Zi ≤ 0).
The expected value and variance of Zi can be obtained from
Eqs. (6)–(7):

†https://en.wikipedia.org/wiki/Multinomial distribution.
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Fig. 1 Relationship between the accuracy of image boundary detection
fusion and the accuracy of the boundary detection algorithm.

E[Zi] = E[
Y1 − Yi

M
] =

1
M

(E[Y1] − E[Yi])

=
1
N

(Mh − Mg) = h − g, (6)

Var[Zi]

= Var[
1
M

(Y1 − Yi)]

=
1

M2
(Var[Y1] + Var[Yi] − 2Cov[Y1,Yi])

=
1

M2
[Mh(1 − h) + Mg(1 − g) − 2Mhg]

=
1
M

[h(1 − h) + g(1 − g) − 2hg]. (7)

As a result, we have

lim
M→∞ pc = lim

M→∞ P(Y1 > Yi) = 1. (8)

From Eq. (8), as the value of M increases, the image bound-
ary detection fusion result becomes closer to the ground
truth. According to the theoretical analysis, the accuracy
of image boundary detection fusion is given by Eq. (9),

pc =

M∑

i=	 M+1
2 


M!
2!(M − i)!

h2(1 − h)M−2. (9)

A graphical representation of Eq. (8) where M = {1, 5,
10, 20, 30, 40, 50} is shown in Fig. 1, which clearly indicates
that the accuracy of image boundary detection fusion in-
creases with M. In addition, the accuracy of image boundary
detection converges to 1 as the number of boundary detec-
tion algorithms M increases.

We have proved that image boundary detection fusion
is much better than image boundary detection, where its
computational complexity is O(NM!/K!(M − K)!) if direct
and greedy optimization approaches are used to solve the
image boundary detection problem. Thus, in the next sec-
tion, we propose an effective image boundary detection fu-
sion approach based on the mixture model.

4. MMIBDF

The base boundary detection results are transformed from
rows into columns and we propose an image boundary de-
tection fusion method based on a finite mixture model of the
probability of the consensus boundary.

The results obtained by M boundary detection algo-
rithms can be stacked together to form an (N × M) matrix
where the jth column is λ j. This matrix can be viewed from
another perspective where each row xi of the matrix, i.e.,
all of the boundary detection results for pi, gives a new fea-
ture vector representation comprising pixels pi. In partic-
ular, xi = {xi j, [ j]M

1 } = {s j(pi), [ j]M
1 }. Given the boundary

detection matrix B, solving the image boundary detection
fusion problem involves combining the M boundary detec-
tion results for N pixels to generate a consensus boundary,
which might be more accurate, robust, and stable than the
individual boundary detection algorithm.

When using the MMIBDF, the main assumption is that
xi is modeled as a random variable drawn from a probability
distribution described as a mixture of multivariate compo-
nent densities:

p(xi|Θ) =
K∑

k=1

πkPk(xi|θk) (10)

where each component is parameterized by θk. The K com-
ponents of the mixture are identified with the boundary de-
tection algorithms s j. The mixing πk corresponds to the
prior probabilities of the boundary or not. In this model, a
data point xi is generated in two steps by drawing a compo-
nent according to the probability mass function πk and then
sampling a point from the distribution Pm(x|θm). All of the
data points X = {xi, iN

1 } are assumed to be independent and
identically distributed. Thus, for given the data set X, the
log-likelihood function for the parameters Θ is represented
as:

log L(Θ|Y) = logΠN
i=1P(xi|Θ) =

N∑

i=1

log
K∑

k=1

πkPk(xi|θk).

(11)

The objective of image boundary detection fusion is now
formulated as a maximum-likelihood estimation problem.
To find the best fitting mixture density for the given
data X, the likelihood function is maximized as: Θ∗ =
arg maxΘ log L (Θ|X). From Eq. (11), the most impor-
tant term is the model of component-conditional densities
Pk(x|θk). To make the problem more tractable, a condi-
tional independence assumption is made regarding the com-
ponents of the vector xi. The conditional probability of xi

can be represented as the following product:

Pk(xi|θk) = ΠM
j=1Pj

k(xi j|θ j
k).

For the mixture model, this is the choice of a probability
density Pj

m(xi, j|θ j
m) for the components of the vectors xi. The
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variable xi, j comprises the nominal values from the results
obtained by the boundary detection algorithm s j, so it is
natural to view them as the outcome of a multinomial trial:
Pj

k(xi j|θ j
k) =
∏K( j)

k=1 ϑ jk(k)δ(x−k), where k is a mixture parame-
ter. In general, the maximum-likelihood problem in Eq. (11)
cannot be solved in a closed form when all of the parame-
ters Θ are unknown. However, the likelihood function can
be optimized by the expectation maximization (EM) algo-
rithm.

Thus, we assume that the hidden variable Z = {z1,
zi, . . . , zM} exists and that the likelihood of the complete data
is (X,Z). If the value of zi is known, then we can immedi-
ately determine which of the M mixture components is used
to generate the point xi. The detailed derivation of the EM
solution to the mixture model with multivariate Bernoulli
components leads to the equations for the expectation (E)-
step and maximization (M)-step, which are repeated in each
iteration of the algorithm:

E[zik] =
πt

kΠ
M
j=1Π

K
k=1(ϑt

jk(k))δ(xi j,k)

∑M
n=1 π

t
nΠ

M
j=1Π

K
k=1(ϑt

jk(k))δ(xi j,k)
, (12)

πk =

∑N
i=1 E[zik]

∑N
i=1
∑K

k=1 E[zik]
, (13)

ϑ jk(k) =

∑N
i=1 δ(xi j, k)E[zik]

∑N
i=1
∑K

k=1 δ(xi j, k)E[zik]
. (14)

The solution to the image boundary detection fusion prob-
lem is obtained simply by inspecting the expected values of
the variables E[zik] because E[zik] represents the probability
that the pattern xi is generated by the mixture component.

The proposed model can also combine with coarse
boundaries, where we view coarse boundaries as missing
labels (boundaries). It is also possible to apply the EM
algorithm in the case of missing data. For coarse bound-
aries, each vector xi in X can be split into observed and
missing components xi = (xo

i , x
u
i ). Incorporating missing

data requires a slight modification of the computation of
the E- and M-steps. First, the expected values E[zik |xo

i ,Θ
t]

are inferred based on the observed components of vector
xi, i.e., the products in Eq. (12) are taken over known la-
bels: ΠM

j=1 → Π j:xo . In addition, we must compute the ex-

pected values E[zik |xk
i |xo

i ,Θ
t] and substitute them, as well as

E[zik |xk
i |xo

i ,Θ
t], into the M-step for re-estimating the param-

eters ϑ jk(k).
The image boundary detection fusion algorithm based

on the mixture model is summarized as follows. Starting
from an initial guess Θ = {π0, θ0}, the EM algorithm al-
ternates between two E- and M-steps until convergence is
reached.

MMIBDF algorithms 1:
Input: The final K and image boundary detection data, {X =
xi j, [i]N

1 , [ j]M
1 }, where x are the results obtained by all the

boundary detection algorithms.
Output: sc(xi), the final consensus segmentation result.

(i) E-Step: Given (π(t−1), θ(t−1)), for each xi, find the best
expected values E[zik]. If there are missing data, then
find the best expected values

{
E[zik xu

i ]
}
.

(ii) M-Step: Maximize and re-estimate parameters{
ϑ jk(k)

}
.

(iii) sc(xi) = max(zi), find the index of the component of zi

with the largest expected value.

The computational complexity of the proposed EM proce-
dure is o(T NM + T KN2), where T is the number of itera-
tions. The algorithm produces a monotonically increasing
likelihood by repeating the E- and M-steps alternately until
a local maximum or global maximum is approached. The
proposed algorithm is much more effective compared with
direct and greedy optimization approaches. We did not use
the greedy method in the experimental evaluations because
it requires an excessive amount of time.

5. Empirical Study

We evaluated the results obtained by MMIBDF based on
real images from the Berkeley segmentation database †,
which also contains many boundary detection results pro-
duced by popular algorithms [1], [37] and the ground truth
results obtained by human subjects [46]. All of the experi-
ments were conducted using Matlab R2010a as the platform
on a desktop machine (with two Intel Xeon processors at
2.4 GHz and 48 GB RAM). The experimental setups em-
ployed are described in the following.

(i) We used the yu [47], xren gray [36], ren nips2012
gray [37], gPb gray [22], and gPb-ucm [1] algorithms
to obtain base boundaries (if the results were expressed
in segmentation format, the segmentation format was
changed into boundary format). Thus, five base bound-
aries were obtained for an image and they were used as
the inputs for the fusion algorithms.

(ii) The MMIBDF, QMIc [40], HGPA [9], MCLA [9], and
vote [2] algorithms were used for boundary detection
fusion.

For the evaluations, we used the probabilistic rand index
(PRI) [31], variation of information (VoI) [26], global con-
sistency error (GCE) [23], and boundary displacement er-
ror (BDE) [11] as performance measures. The results are
shown in Table 2, where the ground truths for BSDS300
were downloaded from the web data set †† and its subdirec-
tory. The results obtained by yu, BEL, and other methods
were obtained from the web data set †††.

†http://www.eecs.berkeley.edu/Research/Projects/CS/vision/
bsds/bench/html/images.html
††http://www.eecs.berkeley.edu/Research/Projects/CS/vision/

grouping/segbench/bench/gray/gPb ucm gray /main.html
†††http://www.eecs.berkeley.edu/Research/Projects/CS/vision/

bsds/bench/html/algorithms.html
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Table 2 Average performance based on the test images from BSDS300 and the ground truth results.
Bold indicates the best result obtained by all of the algorithms.

PRI GCE VoI BDE
yu 0.7608 0.0384 0.7230 18.7830

xren gray 0.7858 0.0365 1.7092 13.6744
ren nips2012 gray 0.7547 2.1214 2.1935 11.4922

gPb gray 0.7800 0.0362 1.8798 12.4925
gPb-ucm 0.8102 0.0386 1.6476 11.7604

QMIc 0.3940 0.0158 7.5016 13.9031
HGPA 0.5843 0.0375 2.4491 12.7070
MCLA 0.8317 0.0382 0.5581 12.4757

vote 0.6799 0.0373 2.2520 11.3785
MMIBDF 0.8386 0.0363 0.5418 12.7213

Fig. 2 Original image, base boundary detection results, and fusion results.

(i) PRI counts the overall fraction of pairs of pixels with
labels that are consistent between two segmentations or
the segmentation and the ground truth. PRI ranges be-
tween [0, 1], where a higher PRI value denotes better
performance. Table 2 shows clearly that MMIBDF per-
formed significantly better than all of the other fusion
algorithms and popular segmentation algorithms.

(ii) VoI is the distance between two segmentations as the
average conditional entropy of one segmentation given
the other, and it roughly measures the amount of ran-
domness in one segmentation. VoI ranges between
[0,∞), where a lower VoI value represents a better seg-
mentation result. Table 2 shows clearly that MMIBDF
performed significantly better than all the other fusion
algorithms and popular segmentation algorithms.

(iii) GCE measures the extent to which one segmentation
can be viewed as a refinement of the ground truth. The
related segmentations in GCE are considered to be con-
sistent because it is a good method for representing the
same natural image segmented at different scales. GCE
ranges between [0,∞), where a lower value is better.
Table 2 shows clearly that MMIBDF obtained the third
best result.

(iv) BDE measures the average displacement error of the
boundary pixels between two segmentations. BDE
ranges between [0,∞), where the boundary perfor-
mance is better when the BDE value is lower. Table 2
shows that the results obtained by MMIBDF were not
the best and its performance was ranked 7th among the
10 algorithms. The BDE value obtained for the pro-
posed model was slightly inferior because the proposed

model sometimes obtains a local optimal result, which
is amplified by the BDE measure.

Thus, in general, MMIBDF performed better than all of the
other algorithms and it obtained the best results in terms of
most of the indices, such as PRI and BDE. MMIBDF also
had the third best performance in terms of VoI. However,
the results obtained by MMIBDF were not good according
to the BDE value. The experimental results demonstrate that
the proposed model performs well.

Moreover, the results obtained using MMIBDF,
MCLA, and Bayesian image boundary fusion (BISF) were
similar in terms of the PRI, VoI, GCE, and BDE indices.
MCLA is a good algorithm for correspondences when there
is little noise and low diversity among base boundaries, and
thus it obtained similar results to MMIBDF, although they
were lower than produced using MMIBDF.

We also performed visual inspections in the evalua-
tion and the results are shown in Fig. 2. The boundaries
were generated by the yu, xren gray, ren nips2012 gray,
gPb gray, gPb-ucm, and MMIBDF algorithms. It is diffi-
cult to see the differences between the results and the best,
but the proposed model clearly performed well.

6. Conclusions

In this study, we formalized image boundary detection fu-
sion as a combinatorial optimization problem and MMIBDF
was proposed to obtain a good consensus boundary. In our
method, we treat the boundary detection algorithms (or the
same algorithm with different parameters) as new features
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and the boundary results as the values of the new features,
which simplifies the image boundary detection fusion prob-
lem solving process. We designed a generative model for
MMIBDF to sample the boundary according to a discrete
distribution. The inference method for MMIBDF and the
corresponding algorithm were explained in detail. Finally,
real images from the Berkeley segmentation database were
used in experimental evaluations and the results demon-
strated that MMIBDF performed significantly better than
other image boundary detection fusion algorithms and base
image boundary detection algorithms. In future research, we
will test our method with noisy images and study how the
MMIBDF can converge to a global optimum, while a Gibbs
sampling method for inference in the proposed model will
also be studied.
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