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PAPER

Entity Ranking for Queries with Modifiers Based on Knowledge
Bases and Web Search Results

Wiradee IMRATTANATRAI†a), Nonmember, Makoto P. KATO†, Member, Katsumi TANAKA†, Nonmember,
and Masatoshi YOSHIKAWA†, Member

SUMMARY This paper proposes methods of finding a ranked list of
entities for a given query (e.g. “Kennin-ji”, “Tenryu-ji”, or “Kinkaku-ji”
for the query “ancient zen buddhist temples in kyoto”) by leveraging differ-
ent types of modifiers in the query through identifying corresponding prop-
erties (e.g. established date and location for the modifiers “ancient” and
“kyoto”, respectively). While most major search engines provide the entity
search functionality that returns a list of entities based on users’ queries,
entities are neither presented for a wide variety of search queries, nor in the
order that users expect. To enhance the effectiveness of entity search, we
propose two entity ranking methods. Our first proposed method is a Web-
based entity ranking that directly finds relevant entities from Web search
results returned in response to the query as a whole, and propagates the
estimated relevance to the other entities. The second proposed method is a
property-based entity ranking that ranks entities based on properties corre-
sponding to modifiers in the query. To this end, we propose a novel property
identification method that identifies a set of relevant properties based on a
Support Vector Machine (SVM) using our seven criteria that are effective
for different types of modifiers. The experimental results showed that our
proposed property identification method could predict more relevant prop-
erties than using each of the criteria separately. Moreover, we achieved
the best performance for returning a ranked list of relevant entities when
using the combination of the Web-based and property-based entity ranking
methods.
key words: entity ranking, property identification, knowledge base, web
search

1. Introduction

Entity search has been introduced as one of the recent
emerging trends in most major search engines such as
Google, Yahoo!, and Bing. This functionality supports
search users in exploring entities more directly than find-
ing entities from a collection of Web documents. The entity
search is increasingly important as previous studies reported
that about 71% of queries contain entity names, and at least
20-30% of them are simply entity names [1], [2]. The large
amount of these kind of queries suggests that users often
look for entity-related information while they are searching.

A major challenge in the entity search is to deal with
complex queries since queries have been becoming longer
for expressing much more specific information needs [3],
[4]. Some long queries form sentences and contain types
of entities to be retrieved as well as modifiers. For ex-
ample, “highest profitable companies in japan” and “up-
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coming american mystery movies”. Modifiers in these ex-
amples are “highest profitable”, “upcoming”, “american”
and “mystery”. Modifiers are usually used to further nar-
row down entities to be retrieved. However, the current
entity search functionality does not filter or sort entities
by considering many of the modifiers, especially modifiers
that correspond to properties whose values are numerical,
i.e. quantitative properties (e.g. the modifier “highest prof-
itable” corresponding to the property operatingIncome of
company entities), as it requires additional interpretation
as well as more in-depth analysis in order to find relevant
entities based on these modifiers. Moreover, the existing
methods only focus on modifiers corresponding to proper-
ties whose values are categorical, i.e. qualitative properties
(e.g. the modifier “mystery” corresponding to the property
genre of movie entities), even though modifiers correspond-
ing to quantitative properties are as useful as other modifiers
for narrowing down the list of entities. Hence, it is neces-
sary to interpret both types of modifiers to fully satisfy user
needs in the entity search.

To overcome these limitations, we propose two en-
tity ranking methods that return a ranked list of entities for
queries with modifiers. The first proposed entity ranking
method, Web-based entity ranking, directly finds highly rel-
evant entities from Web search results returned in response
to the query as a whole, and propagates the estimated rele-
vance to the other entities. The second proposed entity rank-
ing method, property-based entity ranking, ranks entities
based on relevant properties of each modifier in the query.
For identifying relevant properties, we propose a method
based on a machine learning approach using our proposed
seven criteria.

In the experiments, we used 50 queries to evaluate the
effectiveness of our proposed methods. The results showed
that our property identification method could identify more
relevant properties when all criteria were combined using
the SVM, and achieved the best performance for returning
a ranked list of entities when using the combination of the
Web-based and property-based entity ranking methods.

The contributions of this paper are:

1. We introduced two entity ranking methods for queries
including modifiers: the Web-based entity ranking and
property-based entity ranking.

2. We proposed a property identification method to be
used in the property-based entity ranking based on our

Copyright c© 2018 The Institute of Electronics, Information and Communication Engineers



2280
IEICE TRANS. INF. & SYST., VOL.E101–D, NO.9 SEPTEMBER 2018

proposed seven criteria that are suitable for different
types of modifiers.

3. We conducted experiments to evaluate the performance
of the proposed methods and demonstrated the effec-
tiveness of our methods over the existing methods.

This work is the extension of our previous work [5].
In this paper, we proposed four new criteria for identifying
relevant properties and combined them with the previously
proposed three criteria by using the SVM. We also per-
formed the additional experiments for both property iden-
tification and entity ranking task.

The rest of the paper is organized as follows. Sec-
tion 2 surveys related works on finding relevant entities and
properties. Section 3 introduces our proposed methods, and
Sect. 4 presents experimental results. Finally, Sect. 5 con-
cludes the paper by outlining future work.

2. Related Work

This section introduces related works on finding a ranked
list of entities and identifying relevant properties.

One of the most related works is keyword search over
structured and semi-structured data [6]–[9]. Elbassuoni et
al. proposed a retrieval model for the keyword search over
RDF graphs. This retrieval model retrieves a set of sub-
graphs in which their elements (or entities) match with
the keyword queries, and ranks them by considering the
predicates (or properties) based on statistical language-
models [6].

In addition to the keyword search over RDF, systems
such as DISCOVER [7], DBXplorer [8] and BANKS [9]
were developed to support the keyword search over re-
lational databases. The idea is to return tuples contain-
ing given keywords using joining operations between rela-
tions in databases. For DISCOVER [7] and DBXplorer [8],
the returned tuples are ranked by the number of joins re-
quired, whereas BANKS [9] ranks them based on the edge
weight computation and prestige based ranking (e.g. PageR-
ank [10]).

Similar to the keyword search problem, question an-
swering over RDF graphs is also considered as one of the
related works as they find answers (or entities) based on
questions (or queries) with the use of the relevant proper-
ties for modifiers in the question [11], [12]. Zou et al. pro-
posed methods to find relevant predicates or predicate paths
(or properties) using supporting entity pairs for the rela-
tion phrases (or modifiers) [11], while Unger et al. proposed
methods that use the pattern library extracted by the BOA
framework [13] for finding relevant properties [12].

Furthermore, some related works are concerned with
entity ranking, which has been addressed in some tracks in
INEX and TREC [14]–[17]. The INEX entity ranking track
is comprised of two tasks: entity ranking and entity list com-
pletion tasks. The entity ranking task expects systems to re-
turn relevant Wikipedia articles (or entities) in response to a
given query where there is assumption that all entities have

the corresponding pages in Wikipedia. Kaptein et al. pro-
posed methods to rank Wikipedia entities by estimating rel-
evant Wikipedia categories for a given query, and rank en-
tities based on the query likelihood model with estimated
categories [18]. Demartini et al. expanded queries for the
entity ranking task in many ways such as using hierarchical
relationship in the ontology and synonyms, and extracting
named entities from the queries [19]. Balog et al. proposed
a probabilistic framework, which can model not only key-
word queries, but also the other inputs such as categories
in which relevant entities should belong to and examples of
relevant entities [20].

The entity track in TREC 2010 introduced another task
called related entity finding. This task is related to the entity
ranking tracks in INEX, but the main input is an entity name
or a homepage of an entity and output is a list of homepages
of entities. Bron et al. proposed methods for this task which
reduce problems in ranking by using four components in-
cluding co-occurrence, type filtering, context modeling, and
homepage finding [21].

There are some more works related to entity ranking
task. Zaragoza et al. proposed two methods using the candi-
date entities found in Wikipedia by a statistical entity extrac-
tor. The first proposed method utilized the entity contain-
ment graph with the inverse entity frequency, while the sec-
ond method utilized Web search results with query-to-entity
correlation measures where a set of retrieved documents by
the query, entity, and their conjunction were used [22]. Pe-
hcevski et al. utilized categories and the link structure of
Wikipedia, and also exploited the link co-occurrence [23].

More study related to the problem of finding proper-
ties corresponding to modifiers was authored by Zhang et
al. [24]. In this work, relevant properties (of facets) were
estimated for a given query in order to provide better snip-
pets for structured documents. While a machine learning ap-
proach was employed for finding relevant properties, most
of the features were textual similarity that often used for
learning to rank for Web search (e.g. TF-IDF or BM25).

The problem of returning a ranked list of entities in
this research is different comparing to other related research
works. The differences can be listed as 1) The query types
in which we are interested in are different and 2) our re-
turned ranked lists of entities are also associated with the
ranking orders of the modifiers that correspond to the quan-
titative properties. Since our focused queries contain the
modifiers that further indicate more specific characteristics
of entities, these modifiers are not usually included in the
element names within structured and semi-structured data,
or even the Wikipedia articles. As a result, we cannot di-
rectly retrieve entities based on the similarity between the
query and those predefined names. In this case, we not only
use textual similarity, but also utilize Web search results us-
ing the original search queries, and the relevant properties
of the modifiers. Moreover, as we interested in both modi-
fiers corresponding to the qualitative and quantitative prop-
erties, the entities need to be filtered based on the qualita-
tive properties as well as ordered based on the quantitative
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properties. According to our survey, other related research
works focus on modifiers corresponding to qualitative prop-
erties, which are required in filtering entities. On the other
hand, the modifiers corresponding to quantitative properties
are used to order the entities. This type of modifiers requires
additional effort since we need to determine the ranking or-
der of the entities according to the modifiers (i.e. ascending
and descending order) and then rank the entities in the right
order.

Moreover, the existing approaches for finding relevant
properties such as the textual similarity are not suitable
for modifiers corresponding to quantitative properties, for
which we propose methods based on the co-occurrence of
terms on the Web and property value distributions of enti-
ties.

3. Methodology

In this section, we propose two entity ranking methods:
Web-based entity ranking and property-based entity ranking
methods. We also propose a property identification method
to identify relevant properties for the property-based entity
ranking method.

3.1 Problem Definition

Before going through each proposed method, we formally
define our problem in this subsection. Our problem is to re-
turn a ranked list of entities for a given query q ∈ Q. We
are specifically interested in queries Q that contain an en-
tity type name and modifiers. A modifier is an attributive
term that describes a typical feature of entities. Modifiers
can be categorized into two types in our research: ones cor-
responding to qualitative properties (e.g. “comedy”, “new
york” and “outsourcing”), and ones corresponding to quan-
titative properties (e.g. “oldest”, “large” and “highest prof-
itable”).

Definition 1 (Qualitative properties): properties in which
their property values are nominal or ordinal that cannot be
measured, e.g. properties genre, location, and award.

Definition 2 (Quantitative properties): properties in which
their property values are interval or ratio that can be mea-
sured, e.g. properties established, weight, and operating-
Income.

To return a list of entities for a given query, we utilize
RDF data from a knowledge base that represents the rela-
tionship across entities E, entity types T , and properties P.
Entities of the entity type t ∈ T are denoted by Et, entity
types to which entity e ∈ E belongs are denoted by Te, and
a set of properties of entity e ∈ E are denoted by Pe.

In the following subsections, we describe each of our
proposed methods for returning a ranked list of entities.

3.2 Web-Based Entity Ranking

The first proposed method directly finds highly relevant

entities for a given query based on a Web search engine,
and propagates the estimated relevance to the other entities
based on the entity similarity. Since we assume that a given
query contains entity type names, entities should be relevant
if the names of the entity types they belong to are similar to
the query. Thus, we use the BM25 to measure their similar-
ity. Additionally, relevant entities may frequently appear in
Web search results returned in response to the query as some
Web pages list up entities and describe them with the same
words in the query. We further explore relevant entities by
using Co-HITS [25] for propagating the estimated relevance
to the other similar entities.

3.2.1 BM25 Score between Query and Entity Type

We measure the similarity between query q ∈ Q and en-
tity type t ∈ T using the BM25, which is denoted by
sim(q, t). We regard entity types whose sim(q, t) is θ%
(0.8 in our experiments) of the maximum score or larger
as a set of relevant entity types as Tq = {t | sim(q, t) ≥
θmaxt′∈T (sim(q, t′))}. Thus, candidates of relevant entities
Eq should belong to these entity types: i.e. Eq =

⋃
t∈Tq

Et.

3.2.2 Co-HITS Algorithm Using BM25 Score and Docu-
ment Frequency

The BM25-based approach can only measure the relevance
of entities in terms of their entity types, but not take into ac-
count modifiers in the query. Since there are Web pages in-
troducing some entities with description including the same
words in the query, one can know a subset of relevant enti-
ties by issuing the given query into a Web search engine and
finding entity names within the search results. For example,
there can be some Web pages introducing the highest prof-
itable companies and can be retrieved through a Web search
engine with query “highest profitable companies”. As we
emphasized, however, entities found by this approach can
be only a subset of relevant entities. Thus, we propose a
method to propagate the BM25 score and frequency on the
Web search results with the Co-HITS algorithm.

We first issue the original search query q to a Web
search engine and collect top D search results Rq (D was set
to 20 in our experiments). For each candidate entity e ∈ Eq,
we count the number of search results that include the entity
name in their content as the document frequency. The doc-
ument frequency is defined as df(e,Rq) = | {r | r ∈ Rq ∧ e ∈
Er} | where Er is a set of entities whose name is included in
the content of search result r.

Given the BM25 scores of entity types and document
frequency of entities, we utilize the Co-HITS algorithm [25]
to combine and propagate these two scores based on two as-
sumptions: 1) entity types are likely to be relevant if they
contain relevant entities, and 2) entities are likely to be rel-
evant if they belong to relevant entity types. As entities that
have a high document frequency are likely to be relevant to
query q, we can infer that entity types including such enti-
ties are also relevant. In a similar way, we can further infer
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that entities included in relevant entity types are also rele-
vant. The Co-HITS algorithm can be used to make these
inferences and enables us to find more relevant entities and
entity types that would be missed when using methods de-
scribed above. The Co-HITS algorithm can be described as
following equations:

c(q, t) = (1 − λT ) sim(q, t) + λT

∑

e∈Eq

wetc(q, e), (1)

c(q, e) = (1 − λE) df(e,Rq) + λE

∑

t∈Tq

wtec(q, t), (2)

where c(q, t) and c(q, e) are the Co-HITS scores of entity
types and entities, wet is the edge weight from entity e to en-
tity type t, wte is the edge weight from t to e, and λT and λE

are the parameters that control the effect of the BM25 score
and document frequency on the Co-HITS score (1.00 and
0.25 were turned out to be the optimal, respectively, in our
preliminary experiments and were used in our experiments).
The edge weights indicate is-a relationship between the en-
tity types and entities and are defined as wet = 1/|Te| and
wte = 1/|Et | if entity e belongs to entity type t; otherwise, 0.

Computing c(q, e) for each entity, we can finally obtain
a list of ranked entities E∗q in descending order of c(q, e). Al-
though this approach is simple and effective as can be seen
in our experiments, we can use a complementary method,
the property-based entity ranking method, with this Web-
based entity ranking method and further improve the re-
trieval performance.

3.3 Property-Based Entity Ranking

This proposed method involves with three consecutive tasks:
1) modifier detection (detecting terms in a given search
query to be modifiers), 2) property identification (identify-
ing a set of relevant properties for modifiers), and 3) entity
ranking by relevant properties (ranking entities using a set
of relevant properties).

3.3.1 Modifier Detection

We firstly need to detect the modifiers in the query. To this
end, we assume that the modifiers are terms that are not used
for indicating the relevant entity types, i.e. ones that do not
contribute to the BM25 scores of the relevant entity types.
Specifically, for each term w in query q, we sum up all the
BM25 scores of the entity types in Tq that contain term w
in their entity type names, as s(w) =

∑
t∈Tq∧w∈n(t) sim(q, t),

where n(t) represents a set of terms in the name of entity
type t. Then, we select term w as a modifier only if the
sum of the BM25 scores for term w is relatively low. The
set of modifiers in query q is denoted by Mq and obtained
as Mq =

{
w
∣∣∣ s(w) ≤ φ∑w′∈q s(w′)

}
, where φ is a parameter

that we set to 0.2 in our experiments. The left term in the
inequality is the sum of BM25 scores for term w, while the
right term is that for all the terms in the query.

Fig. 1 Distributions of q and q−m for each property (p j) where x-axis (v)
represents the property value of p j, and y-axis (P(v)) represents probability
density of property value v. Here, largest distribution difference can be seen
with property p2, which is possibly relevant to modifier m.

For each modifier m ∈ Mq, we attempt to find a cor-
responding property from properties PE∗q (=

⋃
e∈E∗q Pe) that

can appropriately describe the modifier.

3.3.2 Property Identification

The detected modifiers are used to identify relevant proper-
ties based on the seven criteria. The details of seven criteria
are discussed in the following subsections.

Criterion 1: Frequency of Property Values The first
criterion is to count the frequency of property values for
each property p that contain modifier m. Some modifiers in-
dicate a certain type of entities (e.g. “comedy” is a property
value of relevant property genre and “new york” is included
in the property values of the relevant property location) and
often specifies the property values of relevant properties.
The frequency of property values including modifier m is
computed as follows:

freq(q,m, p) = | {e | e ∈ E∗q ∧ m ∈ v(e, p)} |, (3)

where E∗q is a set of candidate entities for query q and v(e, p)
represents a set of property values of property p for entity e.

Criterion 2: Co-occurrence of Modifiers and Prop-
erties on the Web The second criterion is to measure the
co-occurrence of modifiers and property names on the Web.
When people describe the characteristic of entities by mod-
ifiers (e.g. “old”, “large”, and “highest profitable”), they are
likely to show their property values as evidence (e.g. “foun-
dation date”, “area size”, and “income”, respectively). Thus,
a high co-occurrence between a modifier and a property
name indicates that the modifier specifies a certain property
value of the property. We compute how frequently modifier
m co-occurs with property p by using Web search results
from the original query q as follows:

co(m, p) =
| S mp |
| Dp | , (4)

where S mp is the set of (adjacent) sentences in the Web
pages containing modifier m and property p, and Dp is the
set of web pages containing property p.

Criterion 3: Difference between Property Value Dis-
tributions The third criterion is to measure the difference
in property value distributions of entities in search results
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based on two queries 1) an original query (e.g. “large com-
panion dog breeds”) 2) a query without the modifier corre-
sponding to qualitative properties (e.g. “large dog breeds”
without the modifier “companion”) or a query with the
antonym of the modifier corresponding to quantitative prop-
erties (e.g. “small companion dog breeds” with the antonym
of the modifier “large”). We expect that Web search engines
will return search results containing different set of entities
when using different queries. These different sets of entities
would have different property values which relevant to terms
in the query. Based on this assumption, we can measure
the change in property value distributions of each property
and estimate that properties that cause big changes are rele-
vant to modifiers. Figure 1 shows some examples of pairs of
property value distributions. We estimate that property p2 is
relevant to modifier m since the distributions for query q and
q−m are significantly different.

The property value distribution of property p for query
q can be estimated as follows:

Pq
p(v) =

| {e | e ∈ ERq ∧ v ∈ v(e, p)} |
∑
v′∈Vp
| {e | e ∈ ERq ∧ v′ ∈ v(e, p)} | , (5)

where v is a property value (v ∈ Vp; Vp is the set of all
possible property values for property p), v(e, p) is a set of
property values of property p for entity e, and ERq is a set of
entities included in the search results for query q (formally
defined as ERq =

⋃
r∈Rq

Er).
Letting q−m be query q with the antonym of modifier

m or without modifier m (i.e. q − {m} if q is represented as a
set of terms), the difference between property value distribu-
tions for queries q and q−m is measured by Kullback-Leibler
divergence as follows:

diff(q,m, p) = D(Pq
p || Pq−m

p )

=
∑

v∈Vp

log Pq
p(v)

Pq
p(v)

Pq−m
p (v)

.
(6)

Criterion 4: Similarity between Properties and
Modifiers The fourth criterion is to compute the similar-
ity between the name of each property p and modifier m. As
some modifiers (e.g. the modifier “highest profitable”) indi-
cate the property names or the synonyms of the properties
(e.g. the property profit, income and revenue), these prop-
erties have the same or similar meaning with the modifier
and are likely to be relevant to the modifier m. To compute
the similarity, we first constructed a distributional represen-
tation of words by word2vec [26] using the English version
of Wikipedia articles (3,831,719 articles in total). Then, we
compute the similarity between each property p and modi-
fier m using the word vector representation by the word2vec
model as follows:

sim(m, p) =
1
|n(m)|

∑

w∈n(m)

vT
wvp, (7)

where n(m) represents a set of terms of modifier m, and vw
and vp are word vectors of term w in n(m) and property p,

respectively.

Criterion 5: Co-occurrence of Major Property
Value Types and Modifiers on the Web The fifth crite-
rion is to measure the co-occurrence between major prop-
erty value types and modifiers on the Web. Modifiers are
not always described on the Web pages using the property
names since the major property value types (e.g. pounds)
can sometimes be adequate for interpreting the modifiers
without explicitly indicating the property names (e.g. the
property weight). For instance, within the top Web search
results by the query “large dog breeds”, the Web contents
contain sentences describing the characteristic of large dogs
by the modifier “large” and the major property value type
pounds of the property weight, i.e. “Large dogs typically
tip the scales at 55 to 85 pounds” and “Some groups define
large dog breeds as those heavier than 100 pounds”. The
property is likely to be relevant to the modifier if the ma-
jor property value type of this property frequently co-occurs
with the modifier. The major property value type of each
property (y∗p) can be obtained as follows:

y∗p = argmax
y∈YVp

| {e | e ∈ ERq ∧ y(e, p, v) = y} |, (8)

where YVp is the set of all possible property value types for
the property values of property p, ERq is a set of entities
included in the search results for query q and y(e, p, v) is the
property value type of the property value v of the property p
for the entity e.

After getting the major property value type of each
property p, the co-occurrence of y∗p with the modifier m can
be computed as follows:

co(m, y∗p) =
| S my∗p |
| Dy∗p |

, (9)

where S my∗p is a set of (adjacent) sentences in the Web pages
containing modifier m and y∗p, and Dy∗p is the set of web
pages containing y∗p.

Criterion 6: Difference between Co-occurrence of
Property Values and Entity Names on the Web The sixth
criterion is to measure the difference of the co-occurrence
of property values and entity names on the Web for the orig-
inal query q and the query without modifier q−m. As the
Web search results returned for each search query q con-
tain the Web contents that are expected to be relevant to
query q, the entities that are described in the content are
likely to be followed by the property values of the properties
which help supplementing the content to be more relevant to
query q. For example, when issuing the query “old temples
in japan”, the temples could frequently appear in the con-
tents of Web search results more with the established date
than with the name of the founder. However, when issuing
the query “temples in japan” without the modifier “old”, we
could see that the temples are less likely to appear with the
established date in the Web content. Therefore, we compute
the difference between co-occurrence of the name of entity
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e with the property values of each property p on the Web by
using the original query q and the query without modifier
q−m. We compute the co-occurrence of the name of entity e
with the property values of each property p as follows:

Cq
p =
∑

r∈Rq

|r|∑
si∈r
| {e | e ∈ ERq ∧ n(e) ⊂ si ∧ v(e, p) ⊂ si} |, (10)

where Rq is a set of Web search results by query q, si is a
sentence in the content of the Web search result r, ERq is a
set of entities included in the search results for query q, n(e)
is a set of terms in the name of entity e, and v(e, p) is a set
of property values of property p for entity e.

Then, we can compute the difference between the co-
occurrence of the entity name with the property values of
each property for the original query and the query without
modifier on the Web as follows:

diffco(q,m, p) =
Cq

p

Cq−m
p
, (11)

If property p has high difference between the co-occurrence
of the entity name with the property values of each prop-
erty for the original query and the query without modifier
on the Web, this property p is likely to be a relevant prop-
erty for modifier m as the property values of property p are
frequently used to explain the entities on the Web using the
original query q.

Criterion 7: Frequency of Properties The seventh
criterion is to compute the frequency of properties. This
criterion is similar to the first criterion, but we count the
number of entities whose property name appears as the mod-
ifier instead of the property value since it is possible that the
modifier could directly indicate the property name as was
mentioned earlier in the fourth criterion. We also used this
seventh criterion because the fourth criterion measures only
the similarity between the modifier and property names. In
most cases, if the similarity between the modifier and prop-
erty name is high, there is also high possibility that this prop-
erty could be relevant to the modifier. However, we need to
consider the number of entities that are associated with the
property as well because if the number of entities is very
low, we might not effectively rank the entities by using this
property. The frequency of properties including modifier m
is computed as follows:

freqp(q,m, p) = | {e | e ∈ E∗q ∧ m ∈ pe ∧ p ∈ pe} |, (12)

where E∗q is a set of candidate entities for a query q and pe

represents a set of properties associated with entity e.

Support Vector Machine using Seven Criteria for
Identifying Relevant Properties Our proposed property
identification method utilizes all seven criteria described
previously as features in the SVM classification. Since each
criterion is applicable for a different type of modifiers, all
criteria need to be employed collectively for boosting per-
formance in finding relevant properties for the modifier. We

used a Radial Basis Function (RBF) as a kernel function to
the SVM as it is commonly used to take into account the
interaction of features in the SVM.

We selected the property with the highest predicted
score by the SVM, z(q,m, p), for each modifier m ∈
Mq and finally obtained a set of properties as P∗q =

{argmaxp∈PE∗q
z(q,m, p) |m ∈ Mq}.

3.3.3 Entity Ranking by Relevant Properties

We rank entities using the relevant properties by firstly iden-
tifying the property type of the relevant property as different
types of properties are used to differently rank the entities.
Then, we assign the property value score for each property
value of the property for entities depending on the ranking
order correlated to each modifier. Lastly, we rank the en-
tities by the sum of the property score from our proposed
property identification method and property value scores of
relevant properties.

Property Type Identification We identify the prop-
erty type of each relevant property p ∈ P∗q, i.e. whether it is a
qualitative or quantitative property, since different property
types need different ways of ranking the entities. For qual-
itative properties (e.g. the property address), we use their
property values for filtering the entities, while the property
values are used for ordering in the case of the quantitative
properties (e.g. the property founded). To identify the prop-
erty type, we use the property score of the three criteria used
in Sect. 3.3.2 and also observe the major property value type
of each property. We consider the property that has a higher
property score of the first criterion than those of the other
two criteria as a qualitative property. The first criterion can
be applied to modifiers that appear as a part of property val-
ues. However, for the quantitative properties which their
property values are usually numerical, it is unlikely that the
modifiers (e.g. the modifier “ancient”) appear as a part of
property values. As a result, a higher score of the first cri-
terion suggests that the property values of the properties are
not numerical and that the properties are qualitative. Oth-
erwise, the property is considered as quantitative as long
as its major property value type is considered as numerical
(e.g. date, centimeters and kilograms).

Property Value Scoring We assign the score to each
property value of the relevant property for entities depend-
ing on the property type. In the case of qualitative prop-
erties, property value score can be simply assigned by the
presence of the particular modifier m in the set of property
values v(e, p) of the property p for the entity e as defined
by s(e,m, p) where s(e,m, p) = 1 if m ∈ v(e, p), otherwise,
0. On the other hand, we assign property value score for
quantitative properties in the dissimilar way to the quali-
tative property. This is because the modifiers of relevant
quantitative properties are associated with either ascending
or descending order. We have to assign the property value
based on the ranking order of the modifiers as we cannot
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Table 1 Property value scoring for the quantitative properties depending
on the ranking order of the modifier.

Ranking order Property value score s(e,m, p)

Descending order
v −mine∈E∗q v(e, p)

maxe∈E∗q v(e, p) −mine∈E∗q v(e, p)

Ascending order
maxe∈E∗q v(e, p) − v

maxe∈E∗q v(e, p) −mine∈E∗q v(e, p)

give a high property value score to the high property value
of the quantitative property if the modifier is associated with
ascending order (e.g. the property value 2017 of the relevant
quantitative property established of the modifier “ancient”).
By this reason, we need to decide the ranking order based on
the modifier by calculating means of property values of the
property p from two set of entities. As was explained ear-
lier in Sect. 3.3.2, different set of entities will be returned by
Web search engines when using different queries. Here, we
use the same criteria to select two queries. Then, we com-
pare the means by these two set of entities. If the mean by
the original search query is larger, the modifier is associated
with a descending order, otherwise an ascending order.

Afterwards, we assign the property value score to each
property value v of the property p for a set of candidate
entities E∗q by the ranking order of the modifier using the
equation in Table 1. By using these equations, the maxi-
mum property value will be assigned with the score as 1 for
descending order, whereas the property value score for the
maximum property value will be 0 for the ascending order.

Entity Ranking by Relevant Properties Finally, for
each candidate entity e ∈ E∗q, we rank them based on top R
relevant properties for the modifier m ∈ Mq in the query q by
the sum of the property scores of the relevant properties P∗q
by the proposed property identification method in Sect. 3.3.2
and property value scores of relevant properties:

r(q, e) =
∑

m∈Mq

R∑

p∈P∗q
z(q,m, p) s(e,m, p), (13)

Then, we will get a list of ranked entities E∗q based on rel-
evant properties of modifiers indicated in the search query.
Note that we can use both of the entity ranking methods de-
scribed in Sects. 3.2 and 3.3 by summing their ranking score,
i.e. c(q, e) + r(q, e).

4. Experiments

In this section, we introduce evaluation methodology for our
proposed methods, and show and discuss our experimental
results.

In the experiments, we used RDF data from DBpedia
as a knowledge base to evaluate our methods. We obtained
a set of entity types, entities, properties and property values
from DBpedia, which contains structured information de-
rived from Wikipedia. We extracted pairs of an entity and

an entity type by using the predicate <is a subject of> as the
property, where the subjects and objects are treated as en-
tity types and entities, respectively. For extracting properties
and property values, we retrieved all triples whose the sub-
jects are the entities, and treated the predicates as the prop-
erty names and the objects as the property values. After the
extraction, we got 974,417 entity types including 4,811,226
entities and 60,252 properties from all the entities in total.

We evaluated the resultant entity types obtained by
Web-based entity ranking method for tuning parameters in
the Co-HITS algorithm. We separately evaluated resul-
tant properties and entity ranking for measuring the per-
formance of our proposed methods in detail. We used 50
search queries that contain modifiers and an entity type
name. Within these 50 queries, we detected 62 modifiers by
the method explained in Sect. 3.3.1. 34 of them correspond
to qualitative properties, while the remaining correspond to
quantitative properties.

4.1 Evaluation of Co-HITS Parameters

To get the most optimal parameter setting for Co-HITS al-
gorithm in the Web-based entity ranking, we evaluated the
resultant entity types by the Web-based entity method. The
relevance of retrieved entity types usually indicates that of
entities in our assumptions. This preliminary experiment
was performed with a subset of all the test queries (i.e. 40
queries out of 50 queries). For each query, we evaluated
10 entity types with the highest Co-HITS scores (c(q, t)) for
25 possible combinations of the two parameters involved in
the Co-HITS algorithm, where λT and λE were set to 0.00,
0.25, 0.50, 0.75, and 1.00. Parameter λT controls the effect
of the BM25 score of entity types, while parameter λE con-
trols the effect of document frequency of entities on the Co-
HITS score. As a result, we obtained 25 sets of ranked entity
types for each query, and pooled the results for evaluation.
The relevance assessment was carried out by three assessors.
An entity type was considered relevant if at least one of its
entities was relevant for a given query. The inter-rater agree-
ment was measured by Fleiss’ Kappa [27] and was consid-
ered to be moderate at 0.601. We computed the precision,
recall, and F-measure based on the relevance given by three
assessors.

Experimental Results Table 2 and 3 show the preci-
sion and recall of the resultant entity types for 25 combina-
tions of parameter λE and λT , respectively. We noticed that
the highest precision (0.659) was achieved when λE = 0.00
and λT = 0.00. Although the highest precision was achieved
when λT = 0.00, the lowest recalls were obtained (0.198).
Since λT = 0.00 indicates that the Co-HITS score was de-
termined solely by the BM25 score, this result suggests that
only the BM25 score can achieve high precision but low re-
call.

We achieved high performance for both of the precision
and recall with 0.00 ≤ λE ≤ 0.50 and λT = 1.00. Among
these parameter values, the highest recall was achieved
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Table 2 Precision for entity types for 25 combinations of λE and λT .

������λE

λT 0.00 0.25 0.50 0.75 1.00

0.00 0.659 0.553 0.554 0.552 0.569
0.25 0.517 0.554 0.560 0.554 0.571
0.50 0.517 0.543 0.549 0.562 0.571
0.75 0.517 0.540 0.547 0.552 0.550
1.00 0.517 0.504 0.499 0.493 0.494

Table 3 Recall for entity types for 25 combinations of λE and λT .

������λE

λT 0.00 0.25 0.50 0.75 1.00

0.00 0.260 0.443 0.445 0.441 0.456
0.25 0.198 0.448 0.452 0.446 0.457
0.50 0.198 0.429 0.442 0.449 0.453
0.75 0.198 0.438 0.446 0.446 0.438
1.00 0.198 0.413 0.406 0.398 0.371

Table 4 F-measure for entity types for 25 combinations of λE and λT .

������λE

λT 0.00 0.25 0.50 0.75 1.00

0.00 0.325 0.449 0.451 0.448 0.463
0.25 0.254 0.453 0.457 0.451 0.465
0.50 0.254 0.439 0.449 0.458 0.464
0.75 0.254 0.442 0.448 0.450 0.446
1.00 0.254 0.413 0.408 0.400 0.391

when λI = 0.25 and λT = 1.00. Moreover, we obtained the
highest F-measure for λE = 0.25 and λT = 1.00 as shown in
Table 4. This result suggests that we should not rely much
on the similarity, but we should give a high weight to the
document frequency in the Co-HITS algorithm. Note, how-
ever, that this does not mean the BM25 score is not neces-
sarily used in our method as the BM25 score is still required
to retrieve entities used in the Co-HITS algorithm. We could
get more irrelevant entities if we directly found entity names
from Web search results without knowing the candidate en-
tities by the entity types, since irrelevant but common entity
names may appear in the search results (e.g. “I” (a song title)
or “IT” (a film title)).

4.2 Evaluation of Properties

This part of the evaluation was designed for evaluating
the performance of our proposed property identification
method. We evaluated top five properties for each modi-
fier using: C1-C7: each of the seven criteria for identifying
relevant properties, LC1-3: the method proposed in [5] that
ranks entities based on the linear combination of the three
criteria, SVM1-3: the SVM using the three criteria, and
SVM: our proposed property identification method which
we combined all seven criteria using the SVM explained in
Sect. 3.3.2. The first criterion alone was used as a baseline
method since the existing methods (e.g. [6]) applied the tex-
tual similarity between a modifier and a property in order to

Table 5 MRR for results of identifying relevant properties.

C1 C2 C3 C4 C5 C6 C7 LC1-3 SVM1-3 SVM

0.447 0.225 0.171 0.172 0.038 0.066 0.041 0.574 0.571 0.607

identify the relevant property.
The relevance of each property was assessed by three

assessors. They were required to judge a property as rele-
vant only if a given modifier specifies a certain type of en-
tity by property values of the property in a sequence. The
inter-rater agreement was measured by Fleiss’ Kappa [27]
and was considered to be substantial at 0.735.

For the evaluation of each criterion (C1-C7) and LC1-
3, we compared the results by Mean Reciprocal Rank
(MRR), which is defined as 1

M

∑M
i=1

1
ri

where M is the num-
ber of modifiers in our experiment (i.e. 62), and ri denotes
the rank of the first relevant property for the i-th modifier.
The MRR is often used for evaluating ranked lists where
only the first relevant result matters and is suitable for this
evaluation since we expect only a relevant property can be
used for each modifier.

For the evaluation of the SVM1-3 and SVM, we ex-
tracted the results by the seven criteria using 62 modifiers
with properties that already labeled (1 as relevance and 0 as
irrelevance) as observed variables, and used the relevance
of each property of each modifier as a predicted variable.
In total, we obtained 877 samples. We utilized k-fold cross
validation (k = 5 for the experiment) to evaluate our SVM
model. In each fold, we computed and ranked the probabili-
ties of the possible outcomes for predicted variables, i.e. the
degree of relevance of each property regarding each mod-
ifier. Then, we measured the results by the MRR. We per-
formed 10 rounds of k-fold cross validation to avoid the bias
in the random sampling. As a result, we obtained the aver-
age MRR as the final measurement to determine the perfor-
mance of our SVM model.

Experimental Results Table 5 shows the MRR
achieved by seven criteria and our proposed methods for
identifying relevant properties. It indicates that by using our
proposed method that combines all of the seven criteria us-
ing the SVM could achieve the best performance. When
comparing the performance of our proposed method (SVM)
with the methods that used only the first three criteria (LC1-
3 and SVM1-3), it is clear that our four new criteria con-
tributed to our property identification. Although, their sepa-
rated performances of C5, C6 and C7 are not as significant
as the other four criteria.

To drill down the results in Table 5, Fig. 2 illustrates
the performance in terms of the RR achieved by the first
four criteria (C1-C4) and our property identification method
(SVM) for each modifier, where rows represent the RR
achieved by each method and columns represent the mod-
ifiers. We chose the first four criteria (C1-C4) since their
MRR results suggest the highest performance among all
seven in Table 5.
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Fig. 2 Reciprocal Rank (RR) of each of the four main criteria (C1-C4) and our property identification
method which applies all seven criteria (SVM) for identifying relevant properties. Color in each cell
represents the degree of RR achieved for each modifier, i.e. 62 modifiers in total.

Table 6 Examples of properties ranked at the top by the four main criteria (C1-C4) and our property
identification method (SVM). The relevant properties are the ones in red and underlined.

(a) query “ancient zen buddhist temples in kyoto”

Modifier C1 C2 C3 C4 SVM

ancient
- founded mountain venerated mountain
- mountain founded landscape country
- - denomination mountain denomination

zen
denomination school mountain abbot denomination

- field founded teacher country
- works founder landscape lanscape

kyoto
address school founderpriest residence address
country residence founder country country

- abbot address address residence

(b) query “oldest architecture copenhagen”

Modifier C1 C2 C3 C4 SVM

oldest
- established client owned constructionStartDate
- length tracks founder line
- opened architect founded owned

It can be seen that different criteria could identify rel-
evant properties for different types of modifiers. For some
modifiers, relevant properties could be found at high ranks
by C1, while C2, C3 and C4 could not rank them near the
top (e.g. 21st-24th modifiers from the left). On the other
hand, if relevant properties could be ranked high by C2, C3,
or C4, C1 could not rank them near the top in some cases
(e.g. 13th-15th modifiers from the left). These observations
suggest that the combination of the four criteria with the
other three criteria, i.e. all seven criteria, using the SVM
could identify relevant properties most accurately by com-
plementing each other as can be seen with the results of RR
for the row representing SVM.

Table 6 shows examples of relevant properties. It sug-
gests that if the modifier corresponds to qualitative proper-
ties, their properties can be successfully found by C1. If the
modifier corresponds to quantitative properties, their proper-
ties can be identified by either C2, C3, or C4. These results
are also consistent with our observation in Fig. 2 that differ-
ent criterion could identify relevant properties for different
modifiers, and they suggest that our proposed property iden-
tification method (SVM) achieved the best performance.

4.3 Evaluation of Entity Ranking

To evaluate the performance of the proposed methods for re-

turning a ranked listed of entities, we pooled top ten entities
from six systems:

1. BM25: entities ranked by the highest BM25 score of
their entity type.

2. WBER: entities ranked by the Web-based entity
ranking (Eq. (2)).

3. PBER (1): entities ranked by the property-based en-
tity ranking (Eq. (13)) using the most relevant prop-
erty (R = 1).

4. PBER (3): entities ranked by the property-based en-
tity ranking (Eq. (13)) using the three most relevant
properties (R = 3).

5. WBER + PBER (1): entities ranked by the Web-
based entity ranking (Eq. (2)) and property-based en-
tity ranking (Eq. (13)) using the most relevant prop-
erty (R = 1).

6. WBER + PBER (3): entities ranked by the Web-
based entity ranking (Eq. (2)) and property-based en-
tity ranking (Eq. (13)) using the three most relevant
properties (R = 3).

The relevance of entities were assessed by the same
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assessors as those involved in the evaluation of properties.
They were required to judge the relevance of entities for
each of fifty queries based on the property value of each
property with the modifiers using one of the following crite-
ria:

• completely relevant (4): property values of the en-
tity highly correspond to all modifiers and the entity
also corresponds to an entity type name in the query.

• relevant (3): property values of the entity correspond
to all modifiers and the entity also corresponds to an
entity type name in the query.

• somewhat relevant (2): property values of the en-
tity correspond to some modifiers and the entity also
corresponds to an entity type name in the query.

• not so relevant (1): none of property values of the
entity correspond to modifiers, but the entity corre-
sponds to an entity type name in the query.

• completely irrelevant (0): the entity does not corre-
spond to an entity type name in the query.

Note that the assessors may find additional information if
the provided property values are insufficient.

We computed the nDCG [28] as it is usually used to
evaluate the effectiveness of the ranking method. nDCG@k
is defined as nDCGk =

DCGk

idealDCGk
, where k indicates the num-

ber of entities, DCGk =
∑k

i=1
reli

log2(i+1) , where i is the position
of the entity in the rank and reli denotes the relevance of the
entity at position i, and idealDCGk is the ideal DCG by the
relevance of k entities.

Experimental Results Table 7 shows the performance

Table 8 Examples of top ranked entities by the six systems.

(a) query “ancient zen buddhist temples in kyoto”

BM25 Rel WBER Rel PBER (1) Rel

Byodo-in 1.333 Kiyomizu-dera 1.667 Kennin-ji 3.333
Historical Sites of Prince Shotoku 0 Kinkaku-ji 3.0 Tenryu-ji 3.333

Sanzen-in 1.333 Ninna-ji 2.0 Kinkaku-ji 3.0

PBER (3) Rel WBER + PBER (1) Rel WBER + PBER (3) Rel

Tenryu-ji 3.333 Kinkaku-ji 3.0 Kinkaku-ji 3.0
Kennin-ji 3.333 Kiyomizu-dera 1.667 Kennin-ji 3.333

Ginkaku-ji 3.0 Kennin-ji 3.333 Kiyomizu-dera 1.667

(b) query “oldest architecture copenhagen”

BM25 Rel WBER Rel PBER (1) Rel

Architecture in Copenhagen 0.0 Amalienborg 3.0 Tøjhus Museum 2.667
COBE Architects 0.333 Rosenborg Castle 4.0 Ny Carlsberg Glyptotek 2.333

Rørbæk & Møller Arkitekter 0.333 Christiansborg Palace 2.333 National Gallery of Denmark 2.0

PBER (3) Rel WBER + PBER (1) Rel WBER + PBER (3) Rel

Henning Larsen Architects 0 Amalienborg 3.0 Amalienborg 3.0
Tegnestuen Vandkunsten 0 Rosenborg Castle 4.0 Rosenborg Castle 4.0

Tøjhus Museum 2.667 Christiansborg Palace 2.333 Christiansborg Palace 2.333

of entity ranking in terms of the nDCG@3, 5, and 10 us-
ing 50 queries from six systems. The results suggest that
entities ranked by the combination of the Web-based entity
ranking and property-based entity ranking using top three
relevant properties (WBER + PBER (3)) achieved the high-
est nDCG@3, 5 and 10, while PBER (1) achieved the low-
est. For WBER, its ranking performance was good, but it is
still not better than the performance of (WBER + PBER (1))
and (WBER + PBER (3)). However, WBER beats the per-
formance of the system BM25 that simply used the simi-
larity score between the query with the entity type names
from a knowledge base since we also applied the docu-
ment frequency of the entities from Web search results us-
ing the search query. Moreover, by using the property-
based entity ranking, that involves the ranked list of enti-
ties by Web-based entity ranking with the relevant proper-
ties for the modifiers in the query (WBER + PBER (1) and
WBER + PBER (3)), improves the ranking performance as
this system explicitly concerns about the modifiers. Ranking
by the relevant properties of the modifiers affects the better
entity ranking results because it directly distinguishes the
entities by their property values of the relevant properties
(i.e. entity-related information), which the functionality of

Table 7 nDCG@3, 5, and 10 of six systems for returning a ranked list
of entities using 50 queries.

nDCG@3 nDCG@5 nDCG@10

BM25 0.459 0.487 0.529
WBER 0.600 0.628 0.692

PBER (1) 0.415 0.423 0.434
PBER (3) 0.537 0.541 0.580

WBER + PBER (1) 0.642 0.679 0.733
WBER + PBER (3) 0.654 0.687 0.745
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Web search engine cannot handle and process the modifiers
in a search query effectively. However, we cannot use the
property-based entity ranking without the Web-based entity
ranking method as the performance results of PBER (1) and
PBER (3) suggested. This is because the Web-based entity
ranking helps finding the entities that would correspond to
the entity type name in the query. Without this method, we
could get the entities that relevant to the modifiers, but not
relevant to the entity type name in the query.

Table 8 shows examples of entities ranked by six
systems for two queries. The results suggest that
WBER + PBER (3) could achieve and get the relevant en-
tities ranked near the top of the list for both queries.

5. Conclusions

This paper proposed methods of returning a ranked list of
entities for a given query by leveraging different types of
modifiers. Our first proposed method, i.e. the Web-based
entity ranking, involves the similarity between a query and
entity type names together with the frequency of entities
in search results returned in response to the query. More-
over, we proposed the property-based entity ranking which
includes the part of identifying a property corresponding to
each modifier in a query in which we proposed the property
identification method based on the combination of seven dif-
ferent criteria using SVM. Experimental results showed that
our property identification method could identify more rele-
vant properties, and the combination of our Web-based and
property-based entity ranking methods could return more
relevant entities at the top rank. In the future work, we aim
to find other property identification methods that can cover
as many types of modifiers as possible. We also want to
enhance the performance of the entity ranking methods by
considering other data sources rather than Web search re-
sults and knowledge bases.
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