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PAPER

Co-Propagation with Distributed Seeds for Salient Object Detection

Yo UMEKI†a), Taichi YOSHIDA††b), Nonmembers, and Masahiro IWAHASHI†c), Member

SUMMARY In this paper, we propose a method of salient object detec-
tion based on distributed seeds and a co-propagation of seed information.
Salient object detection is a technique which estimates important objects
for human by calculating saliency values of pixels. Previous salient object
detection methods often produce incorrect saliency values near salient ob-
jects in the case of images which have some objects, called the leakage of
saliencies. Therefore, a method based on a co-propagation, the scale invari-
ant feature transform, the high dimensional color transform, and machine
learning is proposed to reduce the leakage. Firstly, the proposed method es-
timates regions clearly located in salient objects and the background, which
are called as seeds and resultant seeds, are distributed over images. Next,
the saliency information of seeds is simultaneously propagated, which is
then referred as a co-propagation. The proposed method can reduce the
leakage caused because of the above methods when the co-propagation of
each information collide with each other near the boundary. Experiments
show that the proposed method significantly outperforms the state-of-the-
art methods in mean absolute error and F-measure, which perceptually re-
duces the leakage.
key words: salient object detection, label propagation, machine learning,
SIFT, HDCT

1. Introduction

Saliency detection is a technique which detects salient lo-
cal regions in images and widely used as pre-processing
in image processing [1]–[7]. Salient regions are defined as
attractive areas which have characteristics for human eyes
such as high contrast, unique orient, distinctive color, and
so on. Hence, saliency detection is used in estimating of hu-
man eye fixation and content-aware image compression [8].
Recently, several methods of saliency detection have been
proposed based on machine learning and accurately detect
attention regions for human [5], [7].

As derivation of saliency detection, salient object de-
tection has been recently studied and its methods are effi-
cient for image retargeting, recognition, and so on [9]–[24].
Salient object detection is a technique which is not only de-
tecting salient regions but also objects such as a tall man, a
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Fig. 1 Results of [16].

red car, a sign, and others. Since some image applications
require the detection of salient objects [25]–[30], saliency
detection is unsuitable for this requirement and salient ob-
ject detection has been proposed on behalf of saliency de-
tection. Thus, salient object detection has been proposed to
recognize the salient objects, where both of them have dif-
ferent purpose and measures, which makes them difficult to
fairly compared each other [31].

Some methods of salient object detection are realized
on two-step methods and yields better results than ones of
other methods. The methods are usually based on super-
pixel segmentation. At first, a method of super-pixel seg-
mentation is applied to input images, where it divides im-
ages into local clusters of pixels, called super-pixels [32]–
[34]. The super-pixels which belong to the salient and back-
ground regions are detected, and called as salient and back-
ground seeds in this paper. Next, labels of seeds are prop-
agated throughout images based on the features of super-
pixels.

Although the two-step methods above can efficiently
detect salient objects, they often produce incorrect labels
near the boundary of objects especially in complex images.
In this paper, the complex images are defined as some salient
objects exist in one image, whereas simple images are de-
fined as images which contain one big object per image. As
the features of the object and the background are similar
when it is near the boundary of the image, a label is leaked
over the boundary, as shown in the bottom part of Fig. 1 (b).
The phenomenon is referred as the label leakage and the
limitations of the phenomenon is overcome in this paper to
get a more reliable detection method.

We believe that in order to reduce the leakage in the
label, it is effective to simultaneously propagated the salient
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and background labels and distributed the seeds over the im-
age. This is because the similarity between two super-pixels
across the object boundary where the label leakage occurs is
generally low. Then, if super-pixels across the object bound-
ary have different labels, their influence though the propaga-
tion has reduced each other on the boundary. The above sit-
uation can be realized if the seeds are accurately distributed
near the boundary. The label leakage is found to be reduced
by using this method.

Hence, we proposed a co-propagation method with dis-
tributed seeds to realize the above methods in this paper.
The proposed method sets label of salient and background
seeds to positive and negative, respectively, and iteratively
performs the propagation [16], [35], [36], which is called
the co-propagation. Salient and background seeds are de-
tected based on high dimensional color transform (HDCT)
and scale invariant feature transform (SIFT). Moreover, the
reliable labels, super-pixels are registered as seeds through
the iterative propagation. Therefore, our proposal based on
the above methods reduces the label leakage.

The proposed method objectively and perceptually
shows comparable and better results in the case of sim-
ple and complex images, respectively, and reduces the label
leakage compared to the state-of-the-art methods as proved
through the experiments. The Mean Absolute Error (MAE)
and F-measure are used to compare those methods. In the
case of simple images, the proposed method shows almost
comparable results, objectively and perceptually. In con-
trast, the proposed method has better scores of measures
and reduces the label leakage in the case of complex im-
ages. It is experimentally found that the efficacy of the
proposed method for salient object detection is higher than
other prevalent methods.

2. Related Works

Salient object detection are mainly divided into top-down
and bottom-up algorithms. The top-down algorithm detects
specific ordinary objects which are previously designated
based on the machine learning technique. Other algorithms
calculate saliency values of ordinary objects based on two-
step methods. Methods of bottom-up algorithm usually out-
perform ones of top-down for salient object detection, and
the proposed method belongs to the bottom-up algorithm.

The machine learning based methods of top-down al-
gorithm have been proposed in [9], [12]–[14], [23], [24].
Kocak et al. proposed the super-pixel based method which
is well-suited for salient objects via discriminative dictio-
naries [13]. Zhao et al. introduced the deep learning based
method for low-contrast background images [14], mean-
while Yang et al. proposed the method with the conditional
random field (CRF) and dictionaries [24].

The bottom-up algorithm is mainly realized on two-
step methods [10], [11], [16], [17], [19], [21]. Propagate la-
bels of seeds based on the iterative propagation with color
similarity and the Markov absorption probability are done
by [16], [17]. A HDCT with random forest based detec-

tion method accurately detects positions of salient objects
for complex images [21]. Those are the current state-of-the-
art methods in salient object detection, and show better re-
sults than other conventional methods.

3. Fundamental Method for Salient Object Detection

3.1 Machine Learning

Methods using the machine learning for salient object de-
tection have been proposed [9], [18], [21], and we use a
method [21] in this paper. They realize pre-learned mod-
els from various natural images with their saliency values
as ground truth based on the machine learning algorithms,
and detect salient objects by applying resultant models. The
method calculates a feature vector of each super-pixel and
feature vectors are input to the machine learning algorithm,
where the feature vector consists of the HDCT, the his-
togram of oriented gradients (HOG), and singular values of
the super-pixel [21], [37], [38]. As the learning algorithm,
the method uses the random forest [39]. At the detection
part, feature vectors of an input image are calculated and
saliency values of super-pixels are estimated by applying the
resultant model to its feature vector.

3.2 Feature Vector

Various feature vectors of super-pixels have been proposed
to represent their characteristic for saliency detection. In this
paper, we use a feature vector consists of indices, gradients,
color values, color histogram, and contrast in the multi-color
space [10], [21], [37], [40], called the HDCT feature vector.
The elements of the HDCT feature vector are called as the
location, color, texture, color histogram, and color contrast
features.

The location feature consists of average values of nor-
malized pixel coordinates along vertical and horizontal di-
rections, while the colors feature consists of average values
of pixels in the RGB, CIELab, and HSV color space. The
texture feature consists of the pixel number, the HOG fea-
ture, and the singular value feature [37], [38], [40].

The histogram feature is measured by the chi-square
distance of histogram values between current and other
super-pixels in the RGB, CIELab, and HSV color space.
The distance is formulated as

Hi =

N∑
j=1

B∑
k=1

(hik − h jk)2

(hik + h jk)
, (1)

where Hi is the RGB value of the histogram feature in the
i-th super-pixel, N and B is the number of super-pixels and
histogram bins, respectively, and hik is the RGB histogram
value of k-th bin in the i-th super-pixel. Similarly, CIELab
and HSV values of the histogram feature are calculated.

The contrast feature consists of the global contrast, the
local contrast, and the element distribution in each compo-
nent of the color feature. The global and local contrasts
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are calculated based on the distance between current and
other super-pixels, and the element distribution is realized
by measuring the compactness of color values in terms of its
spatial color variance [10]. Let Gi and Li be the global and
local contrast values of each color in the i-th super-pixel,
respectively, and they are defined as follows:

Gi =

N∑
j=1

(ci − c j)
2,

Li =

N∑
j=1

ωi j(ci − c j)
2, (2)

ωi j =
1
Zi

exp

⎛⎜⎜⎜⎜⎝− 1
2σ2

p
||pi − p j||22

⎞⎟⎟⎟⎟⎠ ,
where ci is a component of the color feature in the i-th super-
pixel, Zi is the normalization term, pi ∈ [0, 1]2 denotes a
vector of the location feature in the i-th super-pixel, σp is
a parameter to control the influence of neighboring super-
pixels.

3.3 Label Propagation

The propagation-based method iteratively diffuses labels
based on similarities between neighboring super-pixels. Let
vt ∈ [0, 1]N be a vector of label values in the t-th iteration
(t ∈ N), and it is defined as

vt = FG(Avt−1), (3)

where v0 is a starting state of vt as

[v0]i =

{
1 if i ∈ G
0 otherwise

, (4)

[·]i denotes the i-th element, G is a set of initial seed indices,
FG is a function which resets label values of seeds as

[FG(x)]i =

{
1 if i ∈ G
[x]i otherwise

, (5)

and A is an affinity matrix. A is defined as

A = D−1W, (6)

where D = diag(q1, q2, · · · , qN), diag means a diagonal ma-
trix, qi =

∑N
j=1 si j, W denotes a N × N matrix whose (i, j)

element is si j, and si j is a similarity value between i-th and
j-th super-pixels. si j is defined as

si j =

{
exp
(
− d(fi,f j)
σ2

)
if j ∈ N(i) or i, j ∈ B

0 if i = j or otherwise
, (7)

where fi denotes a vector which has color values of the i-
th super-pixel in CIELab [41]. d is the Euclidean distance
function, σ is a parameter to control the similarity, andN(i)
and B represents the sets of super-pixel indices near the i-th
super-pixel and in the image boundary. If the difference of
vt and vt−1 is smaller than the threshold value, the iteration

process is finished.

4. Proposed Method

4.1 Framework

In this paper, we propose the co-propagation method with
distributed seeds for salient object detection. The proposed
method reduces the label leakage in complex images. The
co-propagation is when the labels simultaneously propagat-
ing the collision seeds. Distributed seeds in salient and
background regions are detected by using feature vectors of
the HDCT and densities of SIFT feature points, respectively.

The first step in the proposed method is detecting the
seeds. Salient seeds are detected by using a model learned
by the random forest algorithm with feature vectors of the
HDCT [39]. The random forest algorithm is efficient in
large databases and has a generalization ability. On the other
hand, background seeds on regions whose densities of SIFT
feature points are set low. As the regions which are blurred
and have tedious colors are considered unimportant, thus we
define them as a background in this proposal.

The second step of the proposed method is calculat-
ing the label values of super-pixels by the co-propagation.
Salient and background labels are set to positive and nega-
tive on seeds, respectively. Label values are iteratively prop-
agated according to color similarities. The iterative pro-
cess is stopped when label values are slightly changed by
one propagation. In the iteration process, if label values of
super-pixels are relatively high, their indices are registered
as seeds.

Figure 2 shows the overview of the proposed method.
First, an input image is divided into super-pixels, then,
salient and background seeds are detected. Both salient and
background labels are then simultaneously propagated for
all super-pixels by the co-propagation method. Final label
values are outputted as resultant saliency values.

4.2 Estimation of Initial Seeds

As mentioned in the previous section, the initial salient
seeds are detected by applying the pre-learned model for
super-pixels. The model is realized by using random forest
algorithm which is applied into the MSRA-B dataset that
consists of lots of natural images. The HDCT feature is
used as feature vector in this paper. The model is applied
for super-pixels of an input image. We set salient seeds in
super-pixels whose resultant rates are over θ f , where θ f is a
parameter and is set as 0.75. G f is a set of indices of salient
seeds.

The initial seeds of background are detected based on
the density of SIFT feature points. First, we find feature
points in an input image by the SIFT key point detection.
The feature point density of the i-th super-pixel gi is calcu-
lated by dividing the number of feature points with the num-
ber of pixels in the i-th super-pixel. Let ḡ be an average of
gi in all super-pixels. The background seeds in super-pixels
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as gi ≤ ḡ × θb, where θb is a parameter and set 0.2 in this
paper. Let Gb is a set of indices of background seeds.

4.3 Co-propagation of Labels

The co-propagation is a simultaneous propagation of labels.
We introduce FG f ,Gb instead of FG in (5) as

[FG f ,Gb (x)]i =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if i ∈ G f

−1 if i ∈ Gb

[x]i otherwise
. (8)

The final saliency values are calculated by applying the iter-
ation process in (3) and the result is normalized in [0, 1].

4.4 Adding Seeds

In the proposed method, we add seeds at the regions which
have high absolute label values in every n times of iteration.
The proposed method updates G f and Gb when mod(t, n) =
0 as

G f =
{
G f , i
}

if τ1 < [vt]i and τ < si j ( j ∈ G f )
Gb = {Gb, i} if τ2 > [vt]i and τ < si j ( j ∈ Gb)

,

(9)

where τ, τ1, and τ2 are threshold parameters. We set τ =
τ1 = −τ2 = 0.7, and si j is shown in (7). Figure 3 shows

Fig. 2 Overview of proposed method.

Fig. 3 Resultant seeds adding.

the addition of background seeds into background regions.
However, note that excessive seeds may cause false detec-
tion, thus, seeds are not added at every iteration.

5. Experiment

The proposed method is compared with the state-of-the-
art methods for salient object detection. PASCAL-S,

Table 1 MAE scores of PASCAL-S [12].

LPS [16] MAP [17] HDCT [21] Prop.

Horse 0.046 0.121 0.030 0.026
Sheep 0.120 0.123 0.096 0.010

Cat 0.228 0.158 0.174 0.041
Cow 0.109 0.104 0.068 0.007
Dog 0.289 0.099 0.226 0.028

Animals 0.098 0.104 0.018 0.023

Average 0.166 0.135 0.158 0.116

Table 2 F-measure scores of PASCAL-S [12].

LPS [16] MAP [17] HDCT [21] Prop.

Horse 0.776 0.189 0.845 0.855
Sheep 0.585 0.573 0.683 0.840

Cat 0.496 0.681 0.648 0.922
Cow 0.639 0.661 0.789 0.902
Dog 0.556 0.871 0.684 0.936

Animals 0.469 0.427 0.896 0.864

Average 0.453 0.513 0.493 0.548
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(a) Input (b) LPS [16] (c) MAP [17] (d) HDCT [21] (e) Prop. (f) GT

Fig. 4 Resultant saliency maps of PASCAL-S [12].

Table 3 MAE scores of MSRA10K [9].

LPS [16] MAP [17] HDCT [21] Prop.

Traffic light 0.152 0.155 0.096 0.078
Ice 0.108 0.058 0.012 0.010

Guitar 0.043 0.052 0.009 0.007
Bird 0.006 0.010 0.002 0.004

Average 0.085 0.069 0.084 0.066

Table 4 F-measure scores of MSRA10K [9].

LPS [16] MAP [17] HDCT [21] Prop.

Traffic light 0.278 0.331 0.659 0.729
Ice 0.464 0.768 0.959 0.961

Guitar 0.906 0.883 0.970 0.974
Bird 0.978 0.968 0.984 0.984

Average 0.708 0.750 0.736 0.756

MSRA10K and ECSSD datasets are used for test im-
ages [12], [42], [43]. Images of PASCAL-S dataset is cat-
egorized as complex ones with similar colors, many objects,
and inconstant positions of object. MSRA10K and ECSSD
datasets have simple images which only have one object on
the center of image. The prevalent methods compared in this

Table 5 MAE scores of ECSSD [43].

LPS [16] MAP [17] HDCT [21] Prop.

Baseball 0.056 0.036 0.022 0.018
Woman 0.133 0.134 0.019 0.006
Garden 0.001 0.001 0.068 0.004
Squirrel 0.033 0.021 0.040 0.024

Average 0.129 0.092 0.140 0.100

Table 6 F-measure scores of ECSSD [43].

LPS [16] MAP [17] HDCT [21] Prop.

Baseball 0.792 0.681 0.902 0.909
Woman 0.623 0.619 0.955 0.981
Garden 0.989 0.992 0.735 0.981
Squirrel 0.915 0.945 0.902 0.909

Average 0.561 0.649 0.565 0.619

paper are the current state-of-the-art in two-step salient ob-
ject detection, called MAP [17], LPS [16], and HDCT [21].

Since some methods are realized in super-pixel, we use
the simple linear iterative clustering (SLIC) as a method of
super-pixel segmentation and the number of super-pixels is
set as 500 [33]. We set the parameter n = 100 at seeds
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(a) Input (b) LPS [16] (c) MAP [17] (d) HDCT [21] (e) Prop. (f) GT

Fig. 5 Resultant saliency maps of MSRA10K [9].

(a) Input (b) LPS [16] (c) MAP [17] (d) HDCT [21] (e) Prop. (f) GT

Fig. 6 Resultant saliency maps of ECSSD [43].
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adding and the termination condition of iterative process
atvt − vt−1 < 0.000001.

The MAE and F-measure scores are shown in Table 1-
6 where ‘Prop.’ refers to the proposed method, ‘Average’
refers to the average values of 850 images in Table 1 and 2,
10000 images in Table 3 and 4, 1000 images in Table 5 and
6. Table 1 and 2 show the results for complex images. It is
proved that the proposed method almost outperforms other
conventional methods in the implementation to the complex
images. Meanwhile Table 3-6 shows the results for simple
image datasets. The proposed method shows slightly better
results compared with the conventional methods, and those
in Table 3 and 4 and comparable and slightly worse ones
from Table 5 and 6, respectively.

Some resultant saliency maps of PASCAL-S,
MSRA10K, and ECSSD datasets are shown in Fig. 4, 5,
and 6, where ‘GT’ means the ground truth. The proposed
method shows uniformly high saliency values on objects and
reduces the label leakage of positive and negative, compared
with the LPS and MAP methods. MAP method particularly
produces blurred edges of results and the leakage, which
is unsuitable for salient object detection. The proposed
method perceptually shows comparable results with HDCT
for simple images, whereas for complex images, HDCT of-
ten shows low saliency values in objects such as ‘Sheep’,
‘Cat’, and ‘Dog’. Furthermore, the proposed method avoids
losing objects for complex images such as ‘Sheep’ and ‘An-
imals’.

Based on these results, it is observed that the pro-
posed method outperforms the state-of-the-art methods for
salient object detection as mentioned in Sect. 1. The pro-
posed method outperforms conventional methods for com-
plex images, objectively and perceptually. The proposed
method shows comparable and slightly better results, objec-
tively and perceptually for simple images, but MAP method
is better than the proposed method in certain images. How-
ever, MAP method is known to always produce blurred re-
sults, and is unsuitable for salient object detection. There-
fore, the proposed method is found to be superior compared
with state-of-the-art methods in salient object detection.

6. Conclusion

In this paper, we proposed a method of salient object de-
tection based on the SIFT, HDCT, machine learning, and
co-propagation. The proposed method estimated seeds of
salient and background, which are based on machine learn-
ing with HDCT and the density of SIFT feature points. The
co-propagation diffuses labels of seeds, and they are propa-
gated to super-pixels according to the feature’s similarities.
By using the two-step methods in salient object detection,
our proposal produces better results than the state-of-the-art
methods for complex images, and shows comparable results
for simple images. The proposed method is also found to be
effective for suppressing the leakage.

The future work of the proposed method is an accu-
rate detection of background seeds. Figure 7 shows failure

Fig. 7 Some failure cases of Prop.

cases of the proposed method. We defined that background
regions are blurred and have tedious colors. Hence, the pro-
posed method causes false detections of background seeds
in objects which have features likely backgrounds. The pro-
posed method cannot detect salient object using inaccurate
seeds. Recently, convolutional neural networks based se-
mantic segmentation method has been proposed [44]. They
accurately detect regions such as sky, ground and so on.
Those regions are mainly categorized in backgrounds and
hence we can accurate detect background seeds. Detecting
seeds accurately, the proposed method solves above prob-
lem.
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