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SURVEY PAPER

A Survey on Recommendation Methods Beyond Accuracy

Jungkyu HAN†a), Nonmember and Hayato YAMANA†b), Member

SUMMARY In recommending to another individual an item that one
loves, accuracy is important, however in most cases, focusing only on accu-
racy generates less satisfactory recommendations. Studies have repeatedly
pointed out that aspects that go beyond accuracy—such as the diversity
and novelty of the recommended items—are as important as accuracy in
making a satisfactory recommendation. Despite their importance, there is
no global consensus about definitions and evaluations regarding beyond-
accuracy aspects, as such aspects closely relate to the subjective sensibility
of user satisfaction. In addition, devising algorithms for this purpose is
difficult, because algorithms concurrently pursue the aspects in trade-off
relation (i.e., accuracy vs. novelty). In the aforementioned situation, for
researchers initiating a study in this domain, it is important to obtain a sys-
tematically integrated view of the domain. This paper reports the results
of a survey of about 70 studies published over the last 15 years, each of
which addresses recommendations that consider beyond-accuracy aspects.
From this survey, we identify diversity, novelty, and coverage as important
aspects in achieving serendipity and popularity unbiasedness—factors that
are important to user satisfaction and business profits, respectively. The
five major groups of algorithms that tackle the beyond-accuracy aspects
are multi-objective, modified collaborative filtering (CF), clustering, graph,
and hybrid; we then classify and describe algorithms as per this typology.
The off-line evaluation metrics and user studies carried out by the studies
are also described. Based on the survey results, we assert that there is a lot
of room for research in the domain. Especially, personalization and gener-
alization are considered important issues that should be addressed in future
research (e.g., automatic per-user-trade-off among the aspects, and prop-
erly establishing beyond-accuracy aspects for various types of applications
or algorithms).
key words: recommendation, beyond-accuracy, diversity, novelty, long-tail

1. Introduction

Accuracy with respect to the ability to recommend items
loved by a user is important to making a satisfactory rec-
ommendation. In most cases, however, only pursuing ac-
curate recommendations therefore ignoring all other aspects
related to user satisfaction makes delivering satisfactory rec-
ommendations to users difficult. For instance, recommend-
ing a new Star Wars movie to a Star Wars fan or filling their
recommendation list with Star Wars series may be accurate
but less satisfactory, as they have many ways of knowing
about the movies. In such a case where a user expects “the
movies loved by me, but difficult to be found by myself”
from recommendation systems, the recommendation sys-
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tems cannot fulfill his/her satisfaction. These kinds of rec-
ommendations also act negatively in business. With what is
known as “long-tail,” a substantial proportion of the prof-
its made by on-line retailers comes from a large number of
items that do not receive the attention of most users. For ex-
ample, 30% of Amazon.com’s profits comes from purchases
of less-popular niche products [5]. Accurate recommenda-
tions of well-known items cannot promote such items.

Most studies that focus on accuracy tend to suffer from
the aforementioned problems in some way. It is well known
that collaborative filtering (CF), one of the popular algo-
rithms in the literature of recommendation systems, is ac-
curate, but it recommends users the items similar to each
other. Relatively recently, studies have repeatedly pointed
out that beyond-accuracy aspects—such as the diversity and
novelty of the recommended items—should be considered
alongside accuracy [22], [45].

Despite the importance of beyond-accuracy aspects,
there is no global consensus regarding definitions and eval-
uations of the aspects, as such aspects closely relate to the
subjective sensibility of user satisfaction. In addition, de-
vising algorithms is difficult, as algorithms should find an
ideal balance between the aspects in trade-off relation (e.g.,
accuracy vs. novelty) to achieve maximum user satisfac-
tion. Given such circumstances, for researchers initiating
a study in this domain, obtaining a systematically integrated
view of the domain is important. Nonetheless there has
been no comprehensive review of recommendation meth-
ods that incorporate beyond-accuracy aspects. This paper
reports the results of a survey of studies on recommenda-
tions adopted through the use of beyond-accuracy aspects.
Popular beyond-accuracy aspects—including diversity and
novelty—are identified, and the definition of each aspect
is presented, based on the contents of the surveyed studies.
Then, algorithms that consider beyond-accuracy aspects, as
well as off-line evaluation metrics, are classified and de-
scribed in terms of their purpose and methodologies. The
user studies carried out by the surveyed studies are also de-
scribed.

This paper is organized as follows. In Sect. 2, we de-
scribe the research questions for this survey, as well as the
selection methodology used. The detailed results of the sur-
vey are reported in Sect. 3. We describe open questions and
challenges to be studied in Sect. 4. Section 5 provides con-
cluding remarks.

Copyright c© 2017 The Institute of Electronics, Information and Communication Engineers
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2. Research Questions and Surveyed Papers

In this section, we describe the research questions that
prompted this survey, as well as the way in which we se-
lected the papers to be surveyed.

2.1 Research Questions

Despite the importance of beyond-accuracy aspects, there
exist relatively fewer studies on them than on accurate rec-
ommendations. The phenomenon mainly originated from
(1) the strong relationship between beyond-accuracy as-
pects and subjective satisfaction of users, and (2) the trade-
off relation between beyond-accuracy aspects and accuracy.
Given the subjectivity involved, various definitions and in-
terpretations about beyond-accuracy aspects have been pro-
posed. The trade-off relation with accuracy makes it difficult
to devise algorithms that simultaneously satisfy both accu-
racy and beyond-accuracy aspects to their maximum. As
a consequence, most algorithms seek an acceptable trade-
off between accuracy and beyond-accuracy aspects. Be-
cause user satisfaction is subjective perception, the trade-
off makes it difficult to perform effective off-line evalua-
tions, for in such circumstances—and in the absence of a
real user—we do not have concrete criteria by which to as-
sess the goodness of a given trade-off.

Our research questions were formulated so as to guide
researchers who have an interest in this domain. Table 1
shows our three research questions. Because various opin-
ions coexist, constructing a systematic view of the defini-
tions from related studies can provide a thorough overview
of the domain, and therefore help researchers in identify-
ing problems clearly (RQ 1). In classifying the algorithms
that consider beyond-accuracy aspects and understanding
the ideas behind the algorithms, researchers can derive some
insights into “What has been accomplished and what are the
problems to be solved?” (RQ 2). Finally, we believe that
securing a thorough knowledge of evaluation methodology
will help researchers carry out sound evaluations of their
proposed methods (RQ 3).

2.2 Selection of Surveyed Papers

To select the papers to be surveyed, we first built a seed

Table 1 Research questions

Category Main question Sub-question Section
Definitions RQ 1. What are the definitions

of beyond-accuracy aspects in
recommendation system?

N/A 3.1

Algorithms RQ 2. What kinds of ap-
proaches developed and what
are the representative idea of
each kind?

N/A 3.3

Evaluations RQ 3. How beyond-accuracy
aspect aware recommendation
systems are evaluated?

RQ 3-1. Evaluation
metrics in off-line
evaluation

3.2

RQ 3-2. User study 3.4

paper set. The papers in the seed set were selected by un-
dertaking a manual inspection of the publication lists of
the four international conferences within the predefined pe-
riod. The publication lists of SIGIR†, KDD††, and WWW†††
were scanned for a recent five-year period (i.e., 2012–2016).
RecSys†††† was scanned for the whole of its 10-year his-
tory (i.e., 2007–2016), as RecSys is the conference that most
closely relates to our research area. We selected papers that
met both of the following criteria.

• Criteria 1. The title or abstract contains one of the
following words: diversity, serendipity, novelty, pop-
ularity bias, long-tail and coverage. Or their syn-
onyms: divers-e/-ification/-fing/-ified, heterogeneous,
serendipitous, unexpectedness, novel, discovery, pop-
ularity, popularity-/selection-bias, over-specialization,
short-head, concentrat-ion/-ed, and niche.

• Criteria 2. The abstract relates to recommendation.

In this survey, we focused on the beyond-accuracy as-
pects related to the “satisfactory recommended items.” The
beyond-accuracy aspects represented by the keywords in
Criteria 1 are directly related to the user satisfaction with
the recommended items. Besides of the aspects represented
by the keywords, a variety of important beyond-accuracy
aspects are discussed in the literature of recommendation
systems. For instance, the amount of training data required
for the recommendation with sufficient accuracy [29], com-
prehensibility of recommendation (explicable recommenda-
tion), and interfaces [69] are important aspects that should
be considered. Although the other beyond accuracy-aspects
such as comprehensibility and interfaces are important, we
think that the items with high user satisfaction should be
recommended first because recommending such items is a
necessary condition for the user satisfaction improvement
achieved by the aforementioned aspects. Therefore we se-
lected the keywords in Criteria 1, and in this paper, the term
“beyond-accuracy aspects” indicates the aspects represented
by the keywords in Criteria 1.

Fig. 1 The number of publications w.r.t. year

†International ACM SIGIR Conference on Research and De-
velopment in Information Retrieval
††SIGKDD Conference on Knowledge Discovery and Data

Mining
†††International World Wide Web Conference
††††ACM Conference on Recommender Systems
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Table 2 Surveyed paper list

Year Authors [ref] Objective Alg. App. domain Acc. Div. Nov. Cov. Seren. P-Unbias. Off. / U-Std.
2001 Bradley and Smyth [11] Algorithm Multi Obj. Job ✓ ✓ - - - - ✓/ -
2002 Bridge and Ferguson [12] Algorithm Hybrid Case Retr. ✓ ✓ - - - - ✓/ -
2005 Ziegler et al. [96] Algorithm Multi Obj. Books ✓ ✓ - - - - ✓/✓
2007 Murakami et al. [47] Eval. metric - TV show ✓ - ✓ - - - ✓/ -
2007 Weng et al. [83] Algorithm Hybrid - - - - - - - - / -
2008 Park et al. [54] Algorithm Others Movies, Books ✓ - - - - - ✓/ -
2008 Celma and Herrera [16] Eval. metric - Music - - ✓ - - - ✓/✓
2008 Ishikawa et al. [33] Algorithm Others Tech. articles ✓ - ✓ - - ✓ ✓/ -
2009 Zhang and Hurley [88] Algorithm Clustering Movies ✓ ✓ ✓ - - ✓ ✓/ -
2009 Hijikata et al. [30] Algorithm Hybrid Music ✓ - ✓ - ✓ ✓ ✓/✓
2009 Yu et al. [86] Algorithm Multi Obj. Movies, Tags ✓ ✓ - - - - ✓/ -
2009 Zhang and Hurley [90] Algorithm Others Movies ✓ ✓ - - - - ✓/ -
2009 Zhang and Hurley [89] Eval. metric - Movies ✓ ✓ ✓ ✓ - ✓ ✓/ -
2010 Ge et al. [26] Eval. metric - - - - - ✓ ✓ - - / -
2010 Zhou et al. [94] Algorithm Hybrid Movies, Music, . . . ✓ - ✓ - - ✓ ✓/ -
2010 Zhang and Hurley [91] Algorithm Multi Obj. Movie ✓ - ✓ - - ✓ ✓/ -
2010 Jambor and Wang [34] Algorithm Multi Obj. Movie ✓ ✓ ✓ - - - ✓/ -
2010 Lathia [40] Investigation - Movies ✓ ✓ ✓ - - - ✓/ -
2011 Hurley and Zhang [31] Algorithm Multi Obj. Movie, Profile, . . . ✓ ✓ ✓ - - - ✓/ -
2011 Boim et al. [10] Algorithm Clustering Movies ✓ ✓ - - - - ✓/✓
2011 Li et al. [42] Algorithm Clustering News articles ✓ ✓ - - - - ✓/✓
2011 Wartena and Wibbels [81] Algorithm Clustering Books ✓ ✓ - - - - ✓/ -
2011 Steck [67] Algorithm Mod. of CF Moive ✓ - ✓ ✓ - - ✓/✓
2011 Lee and Lee [41] Algorithm Mod. of CF Music ✓ - ✓ - - - - /✓
2011 Vargas and Castells [75] Eval. metric - Movies, Music ✓ ✓ ✓ - - - ✓/ -
2011 Castells and Vargas [15] Eval. metric - Movies ✓ ✓ ✓ - - - ✓/ -
2011 Oh et al. [51] Algorithm Multi Obj. Movies ✓ ✓ ✓ ✓ - - ✓/ -
2011 Vargas et al. [76] Algorithm Multi Obj. Movies ✓ ✓ - - - - ✓/ -
2011 Tong et al. [74] Algorithm Multi Obj. Citation ✓ ✓ - - - - ✓/ -
2012 Li and Murata [43] Algorithm Clustering Movies ✓ - - - - - ✓/ -
2012 Shi and Ali [65] Algorithm Mod. of CF Moves, Apps. ✓ - ✓ - - - ✓/ -
2012 Yin et al. [85] Algorithm Graph Movies, Books ✓ - ✓ ✓ ✓ ✓ ✓/✓
2012 Zhang et al. [92] Algorithm Hybrid Music ✓ ✓ ✓ - ✓ - ✓/✓
2012 Adomavicius and Kwon [3] Algorithm Multi Obj. Movies ✓ - ✓ ✓ - ✓ ✓/ -
2012 Ribeiro et al. [58] Algorithm Multi Obj. Movies, Music ✓ ✓ ✓ - - - ✓/ -
2012 Shi et al. [66] Algorithm Others Movies ✓ ✓ - - - - ✓/ -
2013 Zhao et al. [93] Algorithm Mod. of CF Movies ✓ - ✓ ✓ - ✓ ✓/ -
2013 Niemann and Wolpers [49] Algorithm Mod. of CF Movies ✓ - ✓ ✓ - ✓ ✓/ -
2013 Said et al. [61] Algorithm Mod. of CF Movies ✓ - ✓ - ✓ - ✓/✓
2013 Qin and Zhu [56] Algorithm Multi Obj. Movies ✓ ✓ - - - - ✓/ -
2013 Hurley [32] Algorithm Mod. of CF Movies ✓ ✓ - - - - ✓/ -
2013 Shi [64] Algorithm Graph Movies, Music ✓ - ✓ ✓ - - ✓ -
2013 Su et al. [68] Algorithm Mod. of CF Movies ✓ ✓ - - - - ✓/ -
2013 Taramigkou et al. [71] Algorithm Graph Music ✓ - ✓ - ✓ - - /✓
2013 Mourão et al. [46] Algorithm Hybrid Movies, Music ✓ ✓ ✓ - - - ✓/ -
2013 Belém et al. [8] Algorithm Multi Obj. Tags(Mov., Mus.) ✓ ✓ ✓ - - - ✓/ -
2013 Belém et al. [7] Algorithm Multi Obj. Tags(Mov., Mus.) ✓ ✓ - - - - ✓/ -
2013 Küçüktunç et al. [38] Algorithm Multi Obj. Cit. or Soc. NW ✓ ✓ - - - - ✓/ -
2013 Vargas and Castells [77] Algorithm Multi Obj. Movies, Music ✓ ✓ - - - - ✓/ -
2013 Abbar et al. [1] Algorithm Multi Obj. News articles ✓ ✓ - - - - ✓/✓
2013 Servajean et al. [63] Algorithm Multi Obj. Papers ✓ ✓ - - - - ✓/ -
2013 Kohli et al. [37] Algorithm Others Movies, Jokes ✓ - - - - - ✓/ -
2013 Szpektor et al. [70] Algorithm Others Questions ✓ - - - - - ✓/✓
2014 Adamopoulos and Tuzhilin [2] Algorithm Mod. of CF Movies, Foods ✓ - ✓ ✓ - - ✓/ -
2014 Vargas and Castells [78] Algorithm Mod. of CF Movies, Music ✓ - ✓ ✓ - ✓ ✓/ -
2014 Ekstrand et al. [21] Investigation - Movies ✓ ✓ ✓ - ✓ - - /✓
2014 Panniello et al. [52] Investigation - Goods ✓ ✓ - - - - ✓/ -
2014 Nguyen et al. [48] Investigation - Movies ✓ ✓ - - - - ✓/ -
2014 Cremonesi et al. [20] Investigation - Hotels ✓ - ✓ - ✓ ✓ - /✓
2014 Vargas et al. [79] Algorithm Multi Obj. Movies ✓ ✓ - - - - ✓/ -
2014 Noia et al. [50] Algorithm Multi Obj. Movies ✓ ✓ - - - - ✓/ -
2015 Ashkan et al. [6] Algorithm Mod. of CF Movies ✓ ✓ - - - - ✓/✓
2015 Chatzicharalampous et al. [17] Algorithm Mod. of CF Movies, Music ✓ ✓ ✓ ✓ - - ✓/ -
2015 Christoffel et al. [18] Algorithm Graph Movies, Books ✓ - ✓ ✓ - ✓ ✓/ -
2015 Küçüktunç et al. [39] Algorithm Graph Citations ✓ ✓ - - - - ✓/ -
2015 Kapoor et al. [36] Algorithm Other Music ✓ - ✓ - - - ✓/ -
2016 Wu et al. [84] Algorithm Mod. of CF Movies, Books, . . . ✓ ✓ - - - - ✓/ -
2016 Tobı̀as et al. [73] Investigation - Movies, Music ✓ ✓ - - - - ✓/ -
2016 Parambath et al. [53] Algorithm Multi Obj. Movies ✓ ✓ ✓ ✓ - - ✓/ -
2016 Teo et al. [72] Algorithm Multi Obj. Goods ✓ ✓ - - - - - /✓
2016 Wasilewski and Hurley [82] Algorithm Multi Obj. Movies ✓ ✓ - - - - ✓/ -
2016 Benouaret and Lenne [9] Algorithm Multi Obj. POIs ✓ ✓ - - - - ✓/ -

After the seed set was constructed, we extended it by
using the references of each paper within the set, while im-
posing the two aforementioned criteria. This extension was
executed in two iterations. We then looked for duplicate
results. For instance, if one paper was a journal version of

a paper previously published by the same authors, we in-
cluded the most recently published paper. If a paper only
describes the authors’ previous work, then we replaced it
with the previous papers of the same authors. We also
excluded problem-raising papers that accentuated the im-
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portance of beyond-accuracy aspects based on real-world
data [5] or simulation [22]. Ultimately, we selected 72 pa-
pers for review.

2.3 Summary

Figure 1 plots the number of selected publications in each
year. The oldest paper among those selected for our survey
was published in 2001 [11]. Table 2 summarizes the selected
papers. The “Objective” column indicates the study objec-
tives: most of the studies focused on devising recommen-
dation algorithms. Other studies discussed evaluation met-
rics for beyond-accuracy aspects, or investigated the perfor-
mance of conventional algorithms from the perspective of
beyond-accuracy aspects. The “Alg.” column indicates the
classification of algorithms, as described in Sect. 3.3; the
“App. domain” column, meanwhile, indicates the applica-
tion domain of the datasets used for evaluation. The last
seven columns indicate whether a study examined certain
aspects (Acc. to P-Unbias. in Sect. 3.1), undertook off-line
evaluation, and was a user study (Off./U-Std.).

2.4 Terminologies

Target, RecList, and RS: In this paper, the term Target in-
dicates the user who is the subject of recommendation. A
recommender calculates a list of recommended items for a
target. For brevity, we use the word RecList and RS to indi-
cate a list of recommended items and recommendation sys-
tem respectively.
Interaction, Love, and Relevance: Interaction indicates
the observed positive actions of users to items (e.g., item
purchase logs, positive ratings given by users to items). In
this paper, we use the terms Love and Relevance to indicate
the predicted or hidden positive attitude of users to items,
regardless of the observation of attitude.

3. Survey Results

We describe the details of our survey results, first by ex-
plaining the definitions of beyond-accuracy aspects, fol-
lowed by off-line evaluation metrics. We then classify the
recommendation algorithms and describe the idea employed
by the algorithms in each classification. Finally, we summa-
rize the user studies carried out by the authors of the sur-
veyed papers. We also explain the relationship between rec-
ommendations with regards to beyond-accuracy aspects and
other studies in the information-retrieval (IR) domain.

3.1 Definitions of the Aspects

Table 3 summarizes the aspect definitions. A single term
is sometimes used in different ways across various papers,
to indicate different concepts. For instance, the term “cov-
erage” is used in one group of papers to describe diversity
(Table 3). In this paper, we follow the terms shown in Ta-
ble 3, for consistency of exposition.

Table 3 Aspect definitions

Category Aspects Explanation
Primitive Accuracy The prediction accuracy of the items loved by

a target.
Diversity The degree of “dissimilarity” among the target

items delivered by a single or multiple recom-
mendations. “Measurement” of dissimilarity
and “range” of the target items for the dissim-
ilarity calculation vary with the objective or
data schema of each RS.

Novelty The degree of discovery difficulty of an rec-
ommended item by a target. Caused by non-
popularity or indifference.

Coverage The amount of distinct items that a RS can
recommend. Prediction coverage and catalog
coverage are popular interpretations.

Composite Serendipity The user satisfaction with the novel items. It
can be achieved by a combination of accuracy,
novelty and diversity. The importance of each
of the aspects to user satisfaction is dependent
on subjective perception of each user.

Popularity un-
biasedness

The uniformity of the popularity distribution
of the recommended items loved by users.

Accuracy: The term “accuracy” is used to indicate variety
of meanings in recommendation studies. For instance, re-
ferring to the user satisfaction with generated RecLists [69]
or user perception about how well a given RS understands
his/her preference [55]. In most recommendation studies,
the term accuracy represents prediction accuracy (or objec-
tive accuracy) [29], [55] that indicates recommendation pre-
cision for the items preferred by a target user.

Although prediction accuracy is a simpler definition
than the others, we need real user participations for eval-
uation because user preference is a subjective perception.
Most of studies could not evaluate their algorithms with real
users due to heavy evaluation cost. The studies alterna-
tively adopted log-based off-line evaluations. For instance,
a given RS is evaluated by the prediction precision for hold-
out items already purchased by each user. Due to off-line
evaluation, the studies do not evaluate prediction accuracy
in the strict sense. Nonetheless in this paper, the term pre-
diction accuracy or accuracy indicates both of the off-line
prediction performance and the strict definition of predic-
tion accuracy to follow the most recommendation studies.
Diversity: Diversity indicates the degree of “dissimilar-
ity” among the target items delivered by a single or multi-
ple recommendations. “Measurement” of dissimilarity and
“range” of the target items for the calculation of dissimilar-
ity degree vary with the data schema or objective of each
RS.

Three representative types of diversity were found: (1)
Simple diversity, items dissimilar to each other should be
put in the RecList [96]. This interpretation only cares pair-
wise dissimilarity between each item. (2) Item group rep-
resentative diversity, items that represent each of dissimi-
lar groups of similar items in inventory as many as possible
should be placed in the RecList [7]. For instance, a movie
recommender focused on (2) recommends movies in a va-
riety of representative genres such as action, comedy, ro-
mance in a single RecList while a recommender focused on
(1) can recommend movies in various sub-genres in action.
(3) User representative diversity, items that cover the dis-
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similar (diverse) preferences of a given target user should
be placed in the RecList [79]. As an example, it is prefer-
able that both sci-fi and romance movies be included in the
RecList if the target previously watched movies from the
sci-fi and romance genres. For an interpretation from an-
other perspective, Lathia et al. [40] introduces temporal di-
versity, and suggests that recommended items for the same
target be changed as time goes by.
Novelty: Novelty refers to the degree of discovery diffi-
culty of an item recommended to a target. Recommenders
aware of this aspect should include novel items that might be
preferred by the target. Item nonpopularity and user indif-
ference are two major interpretations of the cause of “nov-
elty” [75]. A user may not know a given item because (1) it
is simply not popular enough, or (2) the user does not have
an interest in the group of items, irrespective of popularity.
Coverage: Coverage refers the amount of distinct items that
a RS can recommend. Roughly two kinds of interpreta-
tions about coverage have been discussed in the RS liter-
ature. Prediction coverage [29] indicates the ratio of dis-
tinct user-item pairs whose user-item relevance can be pre-
dicted (calculated) by a given RS. Catalog coverage indi-
cates [26], [29] the number of distinct items actually recom-
mended for all users. Recommenders that work effectively
with regards to this aspect can evaluate user preference to
any item in a store inventory or can promote every relevant
item in the inventory equally. Items that find it difficult to
be known by users obtain a better chance of being recog-
nized. Therefore, coverage is an important aspect not only
for users but also for business owners as they aim to make
higher profits.
Serendipity: Serendipity indicates that the user satisfac-
tion with the recommended items that are novel to the
user. [26], [29], [45]. For instance, a documentary film that
a user never heard of is a novel item but generally not a
serendipitous item if he/she is not interested in documen-
tary films. On the contrary, if the film is matched to the user
preference or the user finds out the film is interesting enough
to positively change their attitude to the genre to which the
user was once indifferent, then the film is a serendipitous
item. By definition, this aspect relates to accuracy, novelty,
and diversity, but the importance of each aspect to user satis-
faction is highly dependent on subjective perception of each
user. Owing to this subjectivity, there are only a few studies
on this topic.
Popularity unbiasedness: Popularity unbiasedness indi-
cates the uniformity of the popularity distribution of the rec-
ommended items loved by users [89]. In other words, each
item loved by a target should have an equal chance of being
recommended, regardless of its popularity. The uniformity
differentiates popularity unbiasedness from serendipity. For
instance, even if a recommender recommends diverse and
novel items that satisfy the target users, it is difficult to say
whether the recommender performs well in terms of pop-
ularity unbiasedness, if those items occupy only the items
with similar popularity.

3.2 Evaluation Metrics

Off-line evaluations that do not require the participation of
real users constitute a popular evaluation methodology in
the RS literature (Table 2). Recommendations are evaluated
by using a set of evaluation metrics, along with RecLists
and test data. The test data are extracted from leave-x-out
user interactions, such as the x% of item purchase logs that
were not used in the algorithm training phase. In this sec-
tion, we describe the representative evaluation metrics used
for each beyond-accuracy aspect. We classify the evaluation
metrics according to (1) how many of the aspects described
in Sect. 3.1 are measured by a single metric, and (2) the tar-
get aspects that each metric tries to measure.

Because many metrics can be grouped into a single
classification, we only describe the representative metrics
for each classification. We selected the representative met-
rics, based on the following two criteria. (C1) If there are
more than one interpretation about a given aspect described
in Sect. 3.1, at least one metric that relates to each interpreta-
tion should be selected. (C2) Among the metrics that satisfy
(C1), the metric used by the greatest number of surveyed
papers is selected.

3.2.1 Single-Aspect Metrics

Single-aspect metrics indicate the metrics that measure per-
formance in a single aspect.
Accuracy: Measures for prediction accuracy have been
extensively studied in IR field and adopted by many re-
searchers in recommendation field according to the predic-
tion objectives of RSs. For instance, (1) when the objective
is just finding relevant items of a given user, therefore the
order of the relevant items is not important, the prediction
performance is measured by the ratio of the number of hit
items—the items found in both the test data of the user and
the RecList for the user—to the number of the items in a
RecList, or to the number of all items in the user’s test data.
(e.g., Precision or Recall [29]). When we want put higher
score to the relevant items located in the higher position of a
RecList, a measure to put higher scores to higher ranked hit
items is used (e.g., NDCG [35]). On the other hand, (2) if
the objective is predicting the ratings on items given by the
target users, the evaluation is done by measuring the error
of the predicted ratings on the items in the test data from the
actual ratings given by target users on the same items (e.g.,
RMSE, MAE [29]). Herlocker et al. [29] did extensive sur-
vey on accuracy metrics used in RSs. Interested readers also
can refer to [59] and [28].
Diversity: An intra-list dissimilarity (ILD) measure is
widely used to evaluate diversity among recommended
items. Equation (1) shows a typical ILD form.

ILD(R) =

∑
r1∈R
∑

r2∈R dissim(r1, r2)

|R| · |R| , (1)

where R indicates a RecList for a target and dissim(r1, r2)
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is a dissimilarity function that quantifies the difference be-
tween two items. Therefore, ILD measures the average
pairwise item dissimilarity in a RecList. The function of
dissim(r1, r2) varies with the objective or underlying data
schema of each RS. For instance, Ziegler et al. [96] com-
puted the dissimilarity between product sets based upon
their taxonomy (e.g, archeology books vs. mathematics
books).

S-Recall is another popular metric. S-Recall was orig-
inally proposed for use in web search result diversifica-
tion [87]. As shown in Eq. (2), the metric measures the num-
ber of retrieved subtopics that relate to a given subject.

S − Recall(R) =
|⋃r∈R Sr |
|S| , (2)

where Sr ⊆ S indicates the set of subtopics that relates to
item r, and S indicates the set of all subtopics that relates
to the given subject. The subtopic set S is defined by the
application requirement. If the objective is recommending
a diversity of popular genres, then S is equivalent to the set
of popular movie genres [7], [77]. If an application aims to
cover as much as possible a movie genre watched by a target
u, then S is equivalent to the set of the movie genres watched
by u [84].
Novelty: As described in Novelty in Sect. 3.1, there are two
major interpretations concerning item novelty: the nonpop-
ularity of items, and user indifference to items. Item pop-
ularity (IP) [64], [85], [92] measures the average popularity
of the items in a recommendation list. A typical IP has a
form similar to Eq. (3).

IP(R) =
∑

r∈R popr

|R| , (3)

where popr indicates the popularity of item r. One way of
calculating popr is to count the number of user–item inter-
actions observed among the interactions.

Distance-from-user (DU) [88] measures user indiffer-
ence to the items in a list (Eq. (4)).

DU(R, Lu) =

∑
r1∈R
∑

r2∈Lu
dissim(r1, r2)

|R| · |Lu| , (4)

where Lu is a set of items with which user u has interacted.
The idea behind DU is that if an item is dissimilar from
the items with which user u’s frequently interacts, then u
is highly unlikely to know about the item.
Coverage: Because prediction coverage indicates the ratio
of distinct user-item pairs whose user-item relevance can
be predicted by a given RS, a simple way of prediction
coverage measurement is that selecting random sample of
user-item pairs, then measuring the percentage of the pairs
whose user preference on item can be calculated by a given
RS [29].

Aggregate diversity (Agg-Div) [23] is a simple mea-
sure for calculating catalog coverage. As shown in Eq. (5),
the metric simply accumulates the number of distinct items
in the RecLists of all users. Variations in Agg-Div are found

in [26].

Agg − Div =

∣∣∣∣∣∣∣
⋃

u∈U
Ru

∣∣∣∣∣∣∣ , (5)

where U indicates the set of all users and Ru indicates the
set of the items recommended to user u.

3.2.2 Multi-Aspect Metrics

Multi-aspect metrics measure the combined performance of
more than one aspect.
Accuracy–Diversity: a-NDCG measures the combined per-
formance of accuracy and diversity. The metric was origi-
nally proposed by Clarke et al. [19] for measuring the degree
of diversification in web search results. a-NDCG has a tun-
ing parameter of a ∈ [0.0, 1.0], which indicates the strength
of penalization on the appearance of similar items in a
RecList. When the value of a is 0, then a-NDCG assigns a
full weight to accuracy; therefore, a-NDCG is equivalent to
NDCG [35]. Otherwise, when the value of a is 1, a-NDCG
assigns a full weight to diversity. In this case, the inclusion
of any similar items in the RecList is not rewarded.

Similarly, Vargas et al. [75] propose EILD, which in-
corporates the discounted weight calculated from the item
position—in addition to the accuracy of the items and
intra-list diversity—to assign greater importance to the top-
positioned accurate items. Therefore, EILD rewards the di-
versified RecLists that contain more of the interacted items
at the tops of lists.
Accuracy–Novelty: Popularity stratified recall (ps-Recall)
was first proposed by Steck et al. [67]. ps-Recall is a recall
that rewards the retrieval of less-popular relevant items and
penalizes the retrieval of popular relevant items.

Vargas et al. [75] propose expected popularity com-
plement (EPC) and expected profile distance (EPD). Sim-
ilar to EILD, both measurements incorporate the discounted
weight calculated from the item position, in addition to the
accuracy of the items and item novelty. EPC and EPD are
distinguished by their interpretation of novelty, as described
in Novelty in Sect. 3.1: EPC measures novelty based on
item nonpopularity, and EPD measures novelty in terms of
user indifference.
Popularity unbiasedness: The Gini-coefficient [27], a com-
mon measure of distributional inequality, is a widely used
evaluation metric. The Gini-coefficient indicates the differ-
ence between the area under the Lorenz curve and the area
under the ideal curve, which indicates the perfect uniform
distribution. In the studies of popualrity bias of recommen-
dation, the Lorenz curve L(x) indicates the ratio of recom-
mendation made for the least 100x% (x ∈ [0.0, 1.0]) popular
items. Therefore, if recommendations are evenly made for
all items, regardless of popularity, the Gini-coefficient value
will approach 0; meanwhile, it will approximate 1 if recom-
mendations are concentrated on a few popular items. The
concentration index [89] is a variation of the Gini-coefficient
that considers only the recommendations that could predict
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interacted items, and it is also used.

3.3 Recommendation Algorithms

Based on the survey results, we classified the surveyed rec-
ommendation algorithms into six groups: multi-objective,
modification of CF, clustering-based, graph-based, hybrid,
and other algorithms.

3.3.1 Multi-Objective Algorithms

A substantial proportion of the surveyed algorithms are clas-
sified as multi-objective algorithms. To recommend items
for a user, the algorithms select set R (RecList) of k recom-
mended items that maximize or minimize an objective func-
tion, from the candidate item set D of n (n > k) items. The
objective function is represented by a combination of multi-
ple subobjectives from different aspects. A typical form of
the objective function is a weighted linear combination of
different subobjectives, as shown in Eq. (6).

Ob j(u,R) =
∑

a∈A

wa · fa(u,R), (6)

where A indicates a set of aspects; additionally, wa and
fa(u,R) represent the weight of an aspect a and the subob-
jective function for a with a target u and a selected item set
R, respectively. In most algorithms, one subobjective func-
tion indicates the relevance of items in R to u thus related to
accuracy, and the other subobjective functions indicate the
beyond-accuracy aspects (e.g., diversity or novelty) of the
items in R. Generally, the scores of items calculated by con-
ventional recommendation algorithms are used for the sub-
objective function that relates to accuracy. Intra-list diver-
sity (Eq. (1)) is a popular subobjective for the other aspects.
However, other metrics can also be used. For wa, most of
the algorithms require manual tuning; however, some algo-
rithms automatically adjust the weights by using a method
such as a genetic program [8], [58].

As [14] points out, deriving the optimal item set R from
D is NP-hard, as problems can be reduced to an existing NP-
hard problem, such as a set cover or maximum dispersion
problem. If all the subobjective functions used are mono-
tonically increasing submodular functions, greedy selection
algorithms will guarantee a minimal bound [13]. A typical
greedy selection algorithm is shown in Algorithm 1.

Algorithm 1 Greedy selection
procedure GreedySelect
Input: item set D, user u, number k ≤ |D|
Output: item set R (RecList)

R← φ
while |R| < k do

a← arg min
r∈D−R

Ob j(u,R ∪ {r})
R← R ∪ {a}

The candidate item set D is normally generated by tak-
ing the n top-ranked items from previously proposed recom-
mendation algorithms that mainly focused on accuracy.

Fig. 2 Modification in CF methods

Another way of deriving the suboptimal item set R is
through the use of binary quadratic programming [31], [34].

3.3.2 Modification of Collaborative Filtering

Another stream of research directly modifies CF algorithms
to deal with beyond-accuracy aspects.

Memory-based CF (MemCF) and Model-based CF
(ModelCF) are popular classifications of CF algorithms. As
shown in Fig. 2, with MemCF, the full user–item interac-
tion history is stored in memory. MemCF is further clas-
sified into User-based CF (UCF) and Item-based CF (ICF).
With UCF, users who have interaction patterns similar to
those of a target user u are selected as the neighbors of u,
and items are recommended based on the neighbors’ inter-
actions. With ICF, the term similar “users” as used in UCF
are replaced with the term similar “items,” and items are rec-
ommended based on their similarity to the items with which
u interacted. In ModelCF, models that represent each user
and item as inferred factors are stored in memory. The inter-
action patterns of the neighbor users that are similar to those
of u are encoded into the inferred factors for each user and
item. Then, items are recommended, based on factor simi-
larity between an item and u. Given the mechanism’s ease
of use, a majority of studies leverage MemCF.

Neighbors/Models with Multi-aspects: Because similarity
between users is a critical concept in CF, it is natural that
many studies would focus on the neighborhood selection or
the model inference that incorporates the multiple aspects.

To improve novelty, the discounted weight of popular
items in a similarity calculation between users [93] and in
model training [67] has been proposed. Shi et al. [65] used a
dimension reduction technique to determine the representa-
tive factors of items in an intrinsically long-tail environment.
In an environment where most items have only a few in-
teractions with users, improving recommendation accuracy
through dimension reduction is followed by recommending
less-popular items more accurately.

For other aspects, Hurley et al. [32] proposed a person-
alized ranking method that incorporates intra-list diversity
in model training; Niemann et al. [49], meanwhile, adopted
a co-occurrence-based similarity function in MemCF to im-
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Fig. 3 Clustering algorithms

prove coverage (aggregate diversity).
Neighbor Filtering: In conventional MemCF, the top
n most similar users are selected as neighbors. Some
studies create a recommender that can deal with beyond-
accuracy aspects by employing less-similar users as neigh-
bors. Adamopoulus et al. [2] ordered users in terms of simi-
larity to target u, in descending order; they sampled users
from the first user, according to the predefined probabil-
ity distribution. Chatzicharalampous et al. [17] exchanged
similar users in the neighbor set who love popular items,
instead choosing to use less-similar users who love less-
popular items.
Alternative Way of Recommendation: Conventional CFs
generally promote the items purchased by multiple similar
neighbors. However, there exist studies whose authors took
different strategies. Said et al. [61] proposed a recommender
that recommends the items with which the furthest neigh-
bors infrequently interact. The furthest neighbors indicate
the group of users whose purchase pattern is dissimilar to a
target. Wu et al. [84] tried to cover different aspects of the
preference of target u with items in the RecList. This goal
was achieved by constructing a neighbor set containing the
users who shared many purchased items with u, and then
by giving recommendation priority to the items that more
of u’s neighbors had purchased. Vargas et al. [78] improved
sales diversity (coverage, popularity unbiasedness) by rec-
ommending users to items.

3.3.3 Clustering-Based Algorithms

The idea of clustering algorithms is to divide data into sub-
data groups that have different characteristics among them.
Generally, the clustering algorithms are used as a prepro-
cess of recommender training. From a clustering subject
perspective, three methodologies were gleaned from the sur-
veyed studies.
User Profile Clustering (Fig. 3 (a), [81], [88]): The items in
user u’s profile are clustered by using a pairwise item sim-
ilarity. A conventional CF is trained as if each item cluster
were equivalent to a single user. When a system calculates a
recommendation for user u, subrecommendations are calcu-
lated for each cluster of u. Additionally, the subrecommen-
dations are aggregated to generate a recommendation for u.
By doing this, the recommendation can incorporate items

that represent different subpreferences of u.
Item Clustering (Fig. 3 (b), [10], [42]): The items in the
whole item set I are clustered. Because each cluster rep-
resents item groups that feature different characteristics, the
cluster membership information of the items is used to mea-
sure the degree of diversification in diversity-aware recom-
menders.
Interaction Clustering (Fig. 3 (c), [43]): User–item clus-
ters are calculated by using user–item or item–item simi-
larity, as found in interaction logs. Each cluster represents
the users who have similar interaction patterns and the items
with which the users frequently interacted. A conventional
algorithm is trained for each cluster; this generates recom-
mended items for a target, by using the algorithm trained
with the cluster to which the target belongs. By filtering
out unrelated popular items, the relative importance of the
niche items loved by the members of the group to which the
target belongs increases. In this way, we can recommend
less-popular but relevant items to targets.

3.3.4 Graph-Based Algorithms

Two groups of graph-based studies are popular in terms
of making recommendations while considering beyond-
accuracy aspects.

Cost-flow-based Algorithms: Cost-flow-based algo-
rithms [64], [85] constitute an extension of hitting-time-
based algorithms. Most of the algorithms are used to rec-
ommend novel and relevant items for a given user u.

In a hitting-time-based algorithm, user–item interac-
tion data are visually represented as a bipartite graph, as
shown in Fig. 4. When we recommend items for a user or
a user group Su, we recommend k items that have the least
amount of hitting time. (Hitting time indicates the expected
number of hops needed for a random walk starting from a
given item to reach any node in Su or the items in Si with
which Su interacts.) Because of the time-reversibility of the
first-order Markov chain in Eq. (7), the algorithms prefer
less-popular items.

πi pi,u = πu pu,i ⇔ pi,u = πu pu,i/πi (7)

πu represents the initial probability of a random walk, which
indicates the probability that a random walk will start from
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Fig. 4 A bipartite graph representation of rating matrix

node u; pu,i represents the transition probability of a random
walk from user node u to item node i. By dividing each
side of Eq. (7) by πi, we can know that pi,u is inversely pro-
portional to πi. Because πi is proportional to the popularity
of item i, the inverse proportionality indicates that a less-
popular item i has a better chance of reaching the target user
u. Therefore, the hitting time of i becomes small if i is a
less-popular item.

Hitting time considers the transition probability that is
calculated solely from graph topology (pu,i, pi,u, πu, πi). The
cost flow extends the hitting time by making the transition
probability of taking care of the contexts unique to recom-
mendations, such as user–item similarity or item popularity.
Specifically, cost flow introduces the concept of transition
cost, which is the cost a random walk must pay to transit
from node i to node j; this is in addition to transition proba-
bility pi, j. More valuable transitions in the recommendation
context bear lower costs. For example, a transition cost will
be low if i and j are relevant, or if j represents a less-popular
item, or a user who has a narrow interest. The conditions
promote relevant items to users, unpopular items, and users
who have an obvious preference for specific items from ran-
dom walks. Cost flow indicates the total cost to reach Su (or
Si); it is calculated for each item, and k items with the lowest
cost flow are recommended. By doing this, more meaning-
ful long-tail items are recommended.
Penalized Popular Users/Items: The algorithms in this
category are generally used to calculate more diverse
RecLists [39] or more novel RecLists [18].

Küçüktunç et al. [39] proposed a node isolation
method. A graph G = (V, E,W) is constructed for a target u,
and a vertex v ∈ V indicates an item. An edge e ∈ E is con-
structed if a similarity or importance between vertex i and
j is above a predefined threshold. Each e ∈ E has a corre-
sponding weight w ∈ W that indicates the similarity between
two vertices. Personalized page rank (PPR) [24] starts from
an arbitrary vertex. However, unlike standard PPR, node
isolation-based algorithms detach the vertex that acquires
the highest weight from the graph G at some time point; they
then proceed with PPR until the next time point at which the
next detachment node is selected. This process is continued
until k isolated nodes are found, whereupon they are rec-
ommended to target u. Because the most connected node

Fig. 5 Results of PPR and PPR with node-isolation

and its edges are isolated from the graph, the random walk
wandering around the isolated node is significantly reduced.
Instead, the random walk goes to the second-most connected
node that is not yet isolated. In this way, node isolation-
based algorithms can recommend the items that (1) repre-
sent each item group and (2) are preferred by the target user
u. The right-hand side of Fig. 5 differs from standard PPR
results, which tend to recommend items similar to the most
popular item (i.e., on the left-hand side of Fig. 5).

Christoffel et al. [18] proposed a random walk method
that penalizes popular nodes. In their method, a graph
G = (V, E,W) represents observed user–item interactions.
A vertex v ∈ V indicates a user or item. Edge e ∈ E is con-
structed if there is an interaction between user vertex u and
item vertex i. When the method calculates a node’s weight
based on the visit frequency of the random walk, the weight
of a popular node is discounted inverse-proportionally to
the degree (i.e., popularity) of the node. Therefore, less-
popular nodes can acquire more weight according to their
method, relative to standard random-walk-based weighting
algorithms.

3.3.5 Hybrid Algorithms

Hybrid algorithms combine the results from existing recom-
mendation algorithms that bear different characteristics or
perspectives, in order to calculate RecLists [12], [30], [46],
[83], [92], [94]. Among the surveyed studies, we found a
number of combined algorithms; of particular interest was
a novelty prediction model inferred from a novelty matrix,
where the perceived item novelty is explicitly given by users
as one of its elements [30]. Another was a user preference
model on noncontent preference attributes such as popular-
ity and item recency [46]. All of the surveyed studies used
a combination of scores or rankings given for item i, as de-
rived by different algorithms, to make a final recommenda-
tion to a given user.

3.3.6 Other Algorithms

There exist algorithms that do not “fit” into the aforemen-
tioned typology. Ishikawa et al. [33] exploited information
diffusion theory to recommend novel technical articles to
interested users; additionally, Shi et al. [66] used portfolio
theory from the field of economics to tune recommendations
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Table 4 A summary of user studies

Category Method Employment type Paper (# of users)
On-line ex-
periment

Measuring the in-
dexes of interest

N/A [70](5000∼40000)

[72](100000)
Small sized
user study

Questionnaire On-line volun-
teers

[61](132), [41](26),
[96](2125), [21](582)

Cloud sourcing [6](200, 459), [1](132)
Off-line [92](21), [85](50),

[42](50), [30](40)
Unknown [71](25), [67](20),

[10](50), [16](288),
[20](382)

between risk-taking and risk-aversion.
Kapoor et al. [36] tried to predict user perceptual de-

mand for novelty at the current time, by using a logistic re-
gression to propose a time-based, novelty-aware recommen-
dation; Szpektor et al. [70] achieved a diversified recom-
mendation set by repeatedly sampling subpreferences from
a user preference tree and recommending items relevant to
the sampled subpreferences.

Kohli et al. [37] studied on-line result diversification al-
gorithms by using a multi-arm bandit algorithm. Zhang and
Hurley [90] propose the use of a statistical model in making
diversified recommendations.

3.4 User Studies

User studies indicate evaluations that feature real user par-
ticipation. Although user studies incur higher costs than off-
line evaluations, the results indicate that user preferences
more closely approximate true user perceptions. For in-
stance, Rosseti et al. [60] and Garcin et al. [25] reported the
accuracy of methods evaluated in off-line evaluations was
reversed, compared to those of user studies. Because the
performance of most beyond-accuracy aspects are highly
dependent on the subjectivity of user perception, user stud-
ies have grown in importance. 17 of the 72 surveyed papers
carried out user studies. Table 4 provides a summary.

3.4.1 On-Line Experiments

On-line experiments refer to evaluations carried out on real
service provision. The currently running algorithm is re-
placed by a comparison algorithm, and then the indexes of
interest (e.g., click-through rate) are collected and compared
to those of the replaced algorithm. However, only two of
the 17 user studies had carried out on-line experiments; this
is because an on-line experiment is a high-risk experiment,
given the opacity of the performance of the proposed algo-
rithms. In addition, most researchers in academia do not
provide on-line services.

3.4.2 Small-Sized User Studies

Participant Employment: Most of the user studies carried
out evaluations that featured a small user sample. Given the
use of such small user samples, questionnaire-based stud-
ies have been popular. Participant employment tends to be

roughly classified into three types: (1) Off-line employment,
(2) On-line volunteers, and (3) Cloud sourcing. Off-line em-
ployment is a traditional method. In off-line employment,
participants visit a designated place and participate the ex-
periment by meeting face-to-face with an experiment con-
ductor. On-line volunteers are participants who voluntarily
responded to a call for participants, via e-mail or post mail.
The number of participants often depends on the credibil-
ity of the experiment conductor: if the conductor can obtain
the cooperation of a real service provider, a relatively large
number of users tend to become involved [21], [96]. Re-
cently, a decent number of users can be gathered through
cloud sourcing, such as that through Amazon Mechanical
Turk (https://www.mturk.com). Unlike with off-line em-
ployment, on-line volunteers and cloud-sourced workers
perform evaluation tasks in remote places, far from where
the conductor is. Therefore, for these types of studies, it
is better to prepare a mechanism that guarantees evaluation
quality [61].
Questionnaire: All of the 15 studies to feature small user
samples had used a questionnaire as an evaluation method—
likely on account of sample size. A typical questionnaire-
based evaluation features the following process. (1) The rec-
ommenders that are the topics of the evaluation are trained
for each user by using information provided by the user. For
instance, a user is asked to rate at least 10 movies from the
top 100 most popular movies, from among all the genres in
the system. Because the purpose of training is to learn about
exact user preferences, sufficiently popular items are pro-
vided as selection candidates. (2) Then, each recommender
provides the users with a top-k recommendation list. The
lists are randomly showed to users, to eliminate some bias
that arises from the order or position of display. (3) After
users examine the lists, a questionnaire is shown and the
users reply to the questionnaire.

A questionnaire consists of questions used to measure
performance in terms of the aspects of interest, and the
questions ask about overall user satisfaction. For example,
if an interest is to improve serendipity by recommending
novel items, then the questions that ask about the novelty of
the recommended item and those that ask about satisfaction
with the novel items will appear alongside those questions
that ask about the overall satisfaction of the recommender.
Depending on the nature of each question, users can provide
answers on a five-point scale, or with binary yes/no ratings.
The results are summarized and compared between the rec-
ommenders. ANOVA and t-tests are used to test the statisti-
cal significance of the results with respect to the evaluation
design.

3.4.3 Results

Many user study results indicated that overall satisfaction
with the beyond-accuracy aspect adopted recommenders
is higher than that with the accuracy-focused recom-
menders [67], [70], [84], even in cases where the accuracy of
the beyond-accuracy adopted recommenders is lower than
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that of competitors [10], [30], [61], [85], [96]. However, it is
important to strike an appropriate balance between accuracy
and beyond-accuracy. For example, in the studies of [96]
and [67], an appropriate balance between accuracy and di-
versity helped achieve the best user satisfaction results. One
possible reason is that accurate items recommended by con-
ventional algorithms are kinds of popular items that are rec-
ognizable by users. Recognition plays an important role in
user trust with regards to recommendations, by letting users
judge their preferences for the recommended items. In other
words, users cannot assess a RecList that contains fully di-
verse and novel items, as they will not know the items well,
and the items will not appear to follow any reasonable se-
lection rule.

Some of the surveyed studies were user studies, as
there was no alternative way for their authors to evaluate
concepts through the use of off-line evaluations [41], [71].
Other studies that did not carry out user studies showed
better accuracy by using off-line evaluations with their
dataset [81], or they supposed a situation in which beyond-
accuracy aspects become critical—whereupon they propose
a way of introducing beyond-accuracy aspects for the sup-
posed situation [3], [49]. However, in both cases, user sat-
isfaction with the proposed recommendation was not clear,
and user satisfaction supposedly varied with respect to the
application purpose. Therefore, user studies represent an
important evaluation methodology, especially in the context
of recommendations that adopt beyond-accuracy aspects.

3.5 Relation to Other Information-Retrieval Domains

Beyond-accuracy aspects have also been studied in other
information-retrieval fields. Especially, many discussions
and ideas with regards to web search result diversification
have been influenced on recommendation algorithms. In
web search result diversification, extrinsic diversity indi-
cates the interpretation diversity of queries; intrinsic diver-
sity indicates the aspect diversity for the same interpreta-
tion [57].

If a user issues an ambiguous query that can garner
many different interpretations, it is difficult for search en-
gines to generate results that match the exact intent of the
user. For example, the query “Jaguar” could refer either to
an animal species or a car brand; in such a case, it is bet-
ter to include in the search results at least one document
that relates to each interpretation, to mitigate the risk that
some users will not obtain any documents that relate to their
intent. Even if a search engine knows that the user wants
information about cars, adding a document that contains du-
plicated information is not valuable (e.g., adding a speci-
fication document for the car, when similar documents are
already included in the list). The two aforementioned forms
of diversity are similar to diversity and novelty, in terms of
making recommendations.

What sets the beyond-accuracy aspect recommenda-
tions apart from searched document diversification is the
nonexistence of explicit queries. Instead of queries, the

subject of diversification is an individual user. Compared
to search logs—which can be used to infer query
interpretations—a user does not have sufficient interaction
logs that can be used to infer diverse user preferences.
Therefore, the so-called cold-start problem needs to be ad-
dressed. In addition, the degree of diversification is user-
dependent. Searched document diversification focuses on a
utility that can maximize the number of users who can find
at least one relevant document; therefore, it mainly studies
global diversity. In contrast, a recommender should predict
as much as possible a diversity of items loved by a target
user; recommendations should therefore put more weight on
personal diversity.

Another difference is the role of novelty. In searched
document diversification, novelty relates to intrinsic diver-
sity; this means that a document contains novel (different)
information about the same interpretation, from documents
already inserted in the results list. If documents contain sim-
ilar novel information, then selecting the most popular doc-
ument is better, because a popular document normally con-
tains high-quality information. However, in making recom-
mendations, the matter becomes more complicated: because
popular items are more likely to be known to users, acquir-
ing an appropriate novelty degree depends on the individual
users.

IA-Select [4] and xQuAD [62] are document diversifi-
cation methods based on MMR-style multi-objective algo-
rithms [13]. The thinking behind the algorithms has been in-
troduced to the recommendation field, through several stud-
ies [7], [76], [79].

A hitting-time-based algorithm [44] proposed for query
suggestion diversification was extended to cost-flow-based
algorithms [64], [85]. Additionally, a node isolation-based
algorithm [95] proposed for document summarization was
imported for use in making recommendations [38].

Wang et al. [80] introduced portfolio theory, as found
in the field of economics, to the field of information re-
trieval. Portfolio theory provides a framework by which to
tune the degree of risk inherent in the retrieved information.
The portfolio concept introduced by Wang et al. was ex-
tended to the study of recommendations by Shi et al. [66].

4. Future Directions

Although many recommender algorithms have been pro-
posed for beyond-accuracy aspects, there remain many open
questions and challenges to be studied. In this section, we
summarize future research directions that were identified in
the course of this survey.
Implementation of Beyond-accuracy Aspects: Despite
there being simple abstract definitions of beyond-accuracy
aspects, actual interpretations and implementations vary by
application. For example, the genres of movies watched by
a target are diversified among movie recommendations, and
representative articles describing a given topic are diversi-
fied among news recommendations. Even if the interpreta-
tion of aspects were similar, the aspect measurement func-
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tion and the algorithm can also differ with regards to data
availability and algorithm type. Although many algorithms
have been proposed, there is some consensus regarding the
frameworks that can be applied to various applications.
Personalization: As we reported in Sect. 3.3, many studies
used a weighted combination of scores that represent var-
ious aspects. However, the combination weights in most
studies are global in nature: the same weights are applied to
calculate a RecList for every user. Although some studies
make use of personalized combination weights [6], [72], it
is difficult to infer appropriate weights, as the dataset avail-
able from each individual user is small. In addition, it is not
clear how best to address the cold-start problem. Even in re-
search on personalized combinations, data that exceed some
quantity threshold are needed to infer personalized combi-
nation weights [6]. How best to select appropriate weights
for users for whom there are insufficient data remains un-
clear. Another problem is that, in most studies, personal-
ization is covered by the accuracy aspect. With the other
aspects—such as diversity and novelty—only a few meth-
ods [50], [72], [79] pay attention to personalized diversity
or novelty.
Correlation between Off-line Performance and User Per-
ception: Given the highly subjective nature of beyond-
accuracy aspects, many of the surveyed studies listed, side
by side, the results of off-line performance (measured in
terms of the metrics described in Sect. 3.2). Knowledge
of correlation, if any, between off-line performance and
real user perception would be useful in making inferences
about user satisfaction from off-line performance informa-
tion. However, to the best of our knowledge, no study has
examined this correlation.
Explanation: As discussed in Sect. 3.4.3, explicable recom-
mended items are important to recommenders aware of the
beyond-accuracy aspects, because explanations as to why
the items are recommended can provide users with infor-
mation by which to assess whether unfamiliar items in their
RecLists fulfill their preferences. However, explicable be-
yond accuracy adopted recommendations have not broadly
studied, in spite of their importance.
Interface and Layout: Generally, accuracy and beyond-
accuracy aspects are in a trade-off. Therefore, in some
cases, it would be a good idea to calculate different RecLists
from recommenders that feature different aspects, and dis-
play those RecLists concurrently. In such cases, an appro-
priate layout and interface by which to navigate the items
within the RecLists would be needed, to achieve user con-
venience and satisfaction. Among the studies we surveyed, a
few (e.g., [72]) touch upon this issue. Clearly, interface and
layout design remains another domain to be investigated by
future research.

5. Conclusion

In this study, we surveyed recommendation systems that
address beyond-accuracy aspects. We described an algo-
rithm classification typology, various evaluation metrics,

and some commonly employed user study methodologies.
Our results indicate that while the recommendations gar-
nered by addressing beyond-accuracy aspects have im-
proved to some extent, there remains considerable room for
improvement.
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