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Scalable Distributed Video Coding for Wireless Video Sensor
Networks

Hong YANG†,††a), Nonmember, Linbo QING†b), Member, Xiaohai HE†c), and Shuhua XIONG†d), Nonmembers

SUMMARY Wireless video sensor networks address problems, such as
low power consumption of sensor nodes, low computing capacity of nodes,
and unstable channel bandwidth. To transmit video of distributed video
coding in wireless video sensor networks, we propose an efficient scal-
able distributed video coding scheme. In this scheme, the scalable Wyner-
Ziv frame is based on transmission of different wavelet information, while
the Key frame is based on transmission of different residual information.
A successive refinement of side information for the Wyner-Ziv and Key
frames are proposed in this scheme. Test results show that both the Wyner-
Ziv and Key frames have four layers in quality and bit-rate scalable, but no
increase in complexity of the encoder.
key words: distributed video coding, scalable video coding, wireless video
sensor network, wavelet transform, Slepian-Wolf coding

1. Introduction

Wireless Sensor Networks (WSNs) consist of sensor nodes,
base stations and task management nodes [1]. When
video sensors are introduced in such systems, new ap-
plications/systems will emerge that distributed video sen-
sors/cameras capture video sequences [2]. In response to
this demand, research on Wireless Video Sensor Networks
(WVSNs) [3] and Wireless Multimedia Sensor Networks
(WMSNs) [4] have emerged, which include the network dy-
namics, low sensor node consumption and limited comput-
ing/storage capacity. These features require low complexity
video encoders in the nodes. The Distributed Video Coding
(DVC) [3], based on the distributed source coding theory,
moves the complicated motion estimation and other com-
putation to the decoder side, which is suitable to the ap-
plication. In recent years, some scholars have conducted
considerable research on WVSNs-applied DVC systems.
Xiao [5] conducted research on the generation of informa-
tion under the DVC in the WMSN. Li [6] designed a new
efficiency encoder of the DVC in the WVSN. Nikzad [7]
tested the performance of the DVC in the WMSN, and
analyzed the video quality. Moreover, for the dynamic
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bandwidth of wireless networks, scalable coding is the best
solution [8], which is an adaptation for network and termi-
nal capabilities [9]. Traditional video coding has a scalable
coding standard, such as Scalable Video Coding (SVC) [10]
and Scalblility extension of High Efficiency Video Coding
(SHVC) [11], based on the motion estimation in the layers
which increase the complexity of the encoder. SVC has the
following basic coding framework: the encoder makes use
of the bit stream layers formed by scalable coding, usually
including one Base Layer (BL), and one or several Enhance-
ment Layers (ELs); and the decoder provides basic graphic
quality with the BL, and provides higher quality with the
ELs [9], [11]. Lv [12] proposed a scalable model by com-
bining H.264/ DVC. Van [13] proposed a low encode com-
plexity distributed video coding for HEVC backward com-
patible scalability. Nakachi et al. [14] designed the layered
lossless video coding based on distributed source coding
theorem. Although these ideas make use of the advanta-
geous DVC to the traditional SVC, which reduces the com-
plexity, but cannot meet the actual demand of low energy
consumption and low complexity for the WVSN. Some re-
searchers study the scalable DVC as a standalone system.
Tanaka [15] designed the transform and quantization units
for scalable DVC, but did not mention the scalability of Key
Frames (KFs) in DVC. Fan [17] proposed scalable DVC by
compressed sensing in the wavelet domain, but increased
storage of the encoder and the results did not show the scal-
able feature.

In view of the above analyses, we propose Scalable
Distributed Video Coding (SDVC), which is different from
the traditional scalable video coding [9]–[11], [18], because
the proposed SDVC does not execute the inter-layer pre-
diction, has low encode complexity, and is different from
the existing SDVC [15], [17] because the proposed SDVC
achieves both the scalability of Wyner-Ziv Frames (WZFs)
and the scalability of KFs. The proposed SDVC is more ap-
plicable to WVSNs, as shown in the Fig. 1, which consists of
encoders, a distribution server with video storage, and end
users that receive the video data. Users can watch the video
at any time and in any place by accessing the server over
the networks. NOTE: we need the low complexity video en-
coders for WVSNs, the video node need not communicate in
the encoder side, and video signals are independent and can
be encoded by the DVC system. We focused on the scalable
distributed video coding for a single node in this paper, and
the Fig. 1 shows multi-view video nodes for the extension
example in WVSNs.

Copyright c© 2018 The Institute of Electronics, Information and Communication Engineers
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Fig. 1 A typical scalable distributed video coding for wireless video sensor networks

Fig. 2 Proposed scalable distributed video coding framework

The remainder of this paper is organized as follows.
Section 2 describes the proposed SDVC scheme in detail;
experimental results and the corresponding analyses are
given in Sect. 3; and Sect. 4 concludes the paper.

2. The Proposed SDVC Framework

2.1 Architecture of SDVC

The proposed SDVC scheme is shown in Fig. 2. The KFs
first obtained the BL by traditional intra-codec (H.264 or
HEVC), and obtained the residuals between the current
frame and its reconstructed frame, to construct EL1, EL2,
and EL3. The WZFs obtained different bit rates due to differ-
ent sub-band combinations on different layers after wavelet
transformation to construct the BL, and three ELs (EL1,
EL2, EL3). All the ELs in the SDVC are encoded by the
Low Density Parity Check (LDPC) codec, which is proved
to be better channel codec in packet lossy network for DVC
than LDPC accumulated (LDPCA) code [19].

2.2 The Scalable Idea of WZFs

To make video quality and transmission bit rate scalable,
this paper applied discrete wavelet transformation (DWT)
of a high compression rate to the DVC system [20]. In
this SDVC scheme, WZ video coding, which exploits DWT
and Slepian-Wolf Coding (SWC) [3], is the key part. The
Fig. 2 illustrates the scalable WZFs. For WZFs, F(t + i),
(i ∈ [1, · · · ,GOP − 1]), after being processed by DWT,
and set the BL is obtained from LL3(t + i), EL1 is from

LHk(t + i), EL2 is from HHk(t + i), k ∈ {1, 2, 3} and EL3

is from HLk(t + i). The LL3(t + i) is encoded by arithmetic
coding and sent to the decoder as the BL of WZFs. While
other parameters are encoded by SWC and only the parity
bits are transmitted to the decoder, EL1, EL2, and EL3 are
obtained.

At the decoder, the quality of side information play an
important role in the compreesion and transmission of DVC
system. In this work, the decoded KFs F(t) is taken as the
side information, Y(t + i). With the help of decompressed
LL3(t + i) and Side Information (SI), Y(t + i), we can ob-
tain the side information of EL1, EL2, and EL3 (expressed
as EL1 SI, EL2 SI and EL3 SI in Fig. 2). Then, we can up-
date the side information successively by proposed Succes-
sive Refinement of SI, which will be presented in detail in
Sect. 2.4. Then, the main information of ELs are decoded
with the help of EL1 SI, EL2 SI and EL3 SI, and the received
parity bits. Next, EL1, EL2 and EL3, and Y(t + i) are used to
recover the reconstruction frame F(t + i).

2.3 The Scalable Idea of KFs

One of the most important factors of a DVC is the trans-
mission of KFs because the decoded adjacent KFs are used
to generate SI for the Wyner-Ziv Coding (WZC) decoder.
The scalable KFs in the proposed SDVC is shown in Fig. 3,
in which the BL makes use of the conventional intra codec,
and the ELs can be obtained by the WZC encoder based on
Residual Information (RI) of the current frame, F(t), and
its reconstructed frame, F′(t). The RI of different layers is
obtained as follows:
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Fig. 3 The proposed scalability of KFs

RI(k) = DWT{F(t)}∣∣∣
ELk
−DWT{F′(t)}∣∣∣

ELk
, k ∈ (1, 2, 3)

(1)

The RI(k) encoded by the SWC, and the parity check bits of
different layers are transmitted.

At the decoder, when the KFs are enhanced by the
Els (that is the update SI worked in the Fig. 3), there must
be enough channel bandwidth. So that the previous frame
F(t − 1) of the current Key frame F(t) is decoded by its
BL(t−1)+

∑
ELk(t−1), k ∈ {1, 2, 3}. At this moment, the de-

coder of Key frame estimate the initial motion vector (MV0)
by motion extrapolation between LL3(t) and LL3(t − 1), or
could be simply set to zero. Thus the decoder knows a low-
resolution version F̂1(t) of the current frame based on de-
coded BL(t) + EL1(t), and get a refined estimation of the
motion field by using F̂1(t) and F(t − 1). Then the deocder
could do the motion compensated prediction (MCP) for the
next higher ELs image F̂k(t) based on multi-resolution mo-
tion refinement (MRMR) algorithm [16]. And then recon-
structs the RI-SI of different layers, as follows:

RI SI(k) = DWT{F̂(t)}∣∣∣
ELk
− DWT{F′(t)}∣∣∣

ELk
(2)

Finally, all bands on all layers of the frames F′(t) are refined
to conduct invert DWT and the enhanced decoded current
frames F(t) are obtained as follows:

F̂(t)= IDWT
{
RI(k)+DWT{F′(t)}∣∣∣

ELk

}
, k ∈ {1, 2, 3} (3)

2.4 Successive Refinement of SI

In the decode side, the successive refinement of the SI based
on different layers are received in the proposed SDVC, as
shown in Fig. 4.

The theory of Slepian-Wolf shows that the precondi-
tion to reconstruct the current WZFs is that the bit rate must
satisfy the following:

R ≥ H(BL,EL1,EL2,EL3 |Y) (4)

Due to the concept of entropy, we derive the following:

R ≥ H(BL |Y) + H(EL1 | BL,Y)

+ H(EL2 |BL,EL1,Y) (5)

+ H(EL3 |BL,EL1,EL2,Y)

and

Fig. 4 Successive refinement of SI

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

RBL ≥ H(BL |Y)
REL1 ≥ H(EL1 |BL,Y)

REL2 ≥ H(EL2 |BL,EL1,Y)
REL3 ≥ H(EL3 |BL,EL1, EL2,Y)

(6)

Apparently if all four layers are received, the quality of the
reconstruction is the best.

In this work, we focused on the scalability of dis-
tributed video coding, and assumed the channel conditions
is known in the WVSN. If the channel bandwidth is enough,
we can do continuous optimization of rate distortion on the
level of acceptable distortions (DBL ≥ DEL1 ≥ DEL2 ≥ DEL3 );
and have the following:
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

RBL = RF(DBL)
RBL + REL1 = RF(DEL1 )

RBL + REL1 + REL2 = RF(DEL2 )
RBL + REL1 + REL2 + REL3 = RF(DEL3 )

(7)

which means that the more layers the decoder receives, the
better the quality.

The specific successive refinement of SI and the decod-
ing procedures are as follows:
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Step 1: The channel bandwidth only suit the transmission of
the BL. Set the initial motion vector mv(t+i) as 0 for the cur-
rent decoded frame, F(t + i) first, and due to the correlation
of the neighbor frames, the motion vector of the previous
frame, mv(t), is taken as a reference. The decoded previ-
ous frame, F(t), helps estimate the side information, SI1, of
the current frame. Then, we use SI1 and the received bits
of the BL to conduct channel decoding, and reconstruct the
frame, FBL, corresponding to BL. When the channel band-
width is low, the SDVC system will take the current, FBL, as
the decoding frame, which has poor quality compared with
the original WZFs, but subjectively acceptable.
Step 2: If the channel bandwidth is higher, the decoder can
receive the first EL (EL1), and the decoder makes use of the
previous decoded BL frame as a lower-resolution data, FBL,
to refine the motion field by performing multi-resolution
motion refinement (MRMR). The details are: After the BL
LL3(t) is decoded, the motion vector mv(t) is refined by mo-
tion estimation between LL3(t + i) and LL3(t). Then, Predict
LH′k(t+i), k ∈ {1, 2, 3} by copying the corresponding motion
compensated coefficients in LHk(t), k ∈ {1, 2, 3}. And the re-
fined mv′(t) is used to generate the SI for the high-frequency
subbands LHk(t+ i), k ∈ {1, 2, 3} with higher quality. That is
the decoder be able to learn from the already-decoded lower-
resolution data to refine the motion estimation (ME), which
in turn greatly improves the SI quality as well as the cod-
ing efficiency for the higher resolution data, and obtain an
updated motion vector, mv(t + i) = mv′(t) [16]. We have
the updated side information, SI2, for the current frame, and
obtain a reconstructed better quality frame, FEL1 .
Step 3: If the channel bandwidth is enough, and EL2 or
EL3 is received, the similar decoding process as step 2 will
be employed to obtain a reconstructed frame, FEL2 or FEL3 ,
with higher quality.

3. Experiment and Analysis of the Proposed SDVC

3.1 Experimental Conditions Setting

In order to validate the effectiveness of the proposed SDVC
scheme, the HEVC testing model HM16.5, was adopted for
the simulation bench. There are 5 quantization matrices
(QPs) for WZFs in the SDVC encoder {5, 10, 15, 20, 25},
which make use of the QPs introduced in [16]; and {28, 30,
34, 40} for KFs. The GOP is set as 8. To verify the feasi-
bility and validity of the SDVC system proposed in this pa-
per, two standard test video sequences (‘foreman’ and ‘hall
monitor’) of different motion characters were employed. We
tested the first 100 frames of the video sequence, which is
in cif (352*288) format. During those tests, the frame rates
were 30 Hz. The quality of the SI, which is generated by the
adjacent KFs, affects the performance of the whole DVC
system, so we tested the scalable performance of the KFs
and compared with SHVC [11] first. Second, we tested the
scalability of WZFs, which was compared with [17], and
conducted experimental analysis of the quality scalability
when the decoder received the BL or other ELs. Finally, we

Fig. 5 The SI quality of the KFs

tested the subjective visual performance of the KFs and the
WZFs as the number of layers received increases.

3.2 Scalability Performance of SI in KFs

3.2.1 Successive Refinement of SI in KFs

When the RI-WZC decoder receives more and more lay-
ers, the proposed SI successive refinement scheme has bet-
ter correlation between videos, and the quality of RI-SI is
better. The reconstructed quality of the KFs (PSNR) im-
proved as more layers were received, as shown in Fig. 5, in
which the QP of RI in the RI-WZC set at 5 and 10, and the
QP of the KFs set at 28, 30, 34, and 40. The PSNR of EL1

compared with BL improved about 2dB in the ‘hall moni-
tor’ when the QP was 40 and 0.3dB when the QP was 30.
The quality of BL is sufficient when the QP is 30, and the
promotion of EL1 is not apparent.

3.2.2 Scalability of the KFs

As the quality of SI in the KFs are successively refined,
the RD of the KFs in the SDVC is shown in Fig. 6, and
compared with the SHVC [11]. The encodings of SHVC
were operated according to the Scalable HEVC (SHVC)
Test Model 6 (SHM 6.0) standard. When set the same QP,
the RDs of the BL in the SDVC and SHVC are the same.
The PSNR improved more as the more ELs were received,
both in the SDVC and the SHVC. The scalable performance
of the SDVC was superior to the SHVC in some sequences,
such as the ‘hall monitor’, and in some QP values of other
test sequences, such as in the ‘foreman’ when 1000 kbps
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Fig. 6 KFs scalability

and in the ‘hall monitor’ when 780 kbps. For some QP, the
SHVC scheme outperforms the SDVC scheme at bit rates
because it conducts the prediction between different layers.
When the channel bandwidth is favorable, the SDVC system
can obtain a favorable decoding effect of KFs. The result in
Fig. 6 shows the KFs of SDVC with RI achieves some im-
provement compared to SHVC. This improvement benefits
from the fact that the RI exploits the similarity between the
BL and ELs.

3.2.3 Successive Refinement of SI in the WZFs

Due to the SI successive refinement scheme, the WZC de-
coder receives one or more layers, and the quality of the SI
increases, to obtain a higher quality decoded video. The re-
sults of layered SI are shown in Fig. 7, in which the different
QP set as follows: Q1 = 25, Q2 = 20, Q3 = 15, Q4 = 10,
and Q5 = 5 in the WZC encoder. The Fig. 7 (a) shows the
PSNR of four layers in ‘foreman’ WZFs when the KFs only
receives the BL, and Fig. 7 (c) for ‘hall monitor’; Fig. 7 (b)
shows when the EL1 is received, and Fig. 7 (d) for ‘hall
monitor’. Comparing Fig. 7 (a) with (b), the WZFs quality
increased as the KFs quality improved, such as 0.5dB in-
crease in the EL1 at Q1, and the same results when compare
Fig. 7 (c) with (d), which illustrates the impact of SI quality
in the SDVC scheme. The PSNR of EL1 compared with BL
improved about 2.5-4dB in the ‘foreman’ and ‘hall moni-
tor’. The experiment shows that the proposed scalability of
WZFs based on different DWT layers in this paper are valid.

3.2.4 Scalability of the WZFs

The Fig. 8 shows the RD of the scalability of WZFs based

Fig. 7 SI quality of scalable WZFs

on the BL of KFs, in which the rate in the proposed
SDVC scheme is slightly lower than the scheme of the
level-based [17]. The logarithmic abscissa in Fig. 8 shows
the gap between the test results more clearly. Taking the
‘foreman’ sequence as an example, the delta rate of EL3 is
up to 1000 kbps when the QP is 5 and 200 kbps when QP
is 25. The delta rate of the ‘hall monitor’ is higher than the
‘foreman’. The proposed SDVC scheme is an equal division
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Fig. 8 Comparing the two scalability schemes of WZFs in SDVC

model for the Els, in which the size of different Els are the
same, such as the EL1 is composed by LHk(t + i), EL2 is
composed by HHk(t+ i) and EL3 is composed by HLk(t+ i),
k ∈ {1, 2, 3} [20]. Thus, the more SI is upgraded in the EL1

of the proposed scheme, less bit rate is used in the next ELs.
The level-based scheme [17] is not an equal division, such as
the EL3 is LH1(t+i), HH1(t+i), and HL1(t+i), which are the
maximum size in DWT. Thus, it uses more rates in the level-
based scheme. The PSNR of the proposed SDVC scheme
is enhanced higher than the scheme of the level-based [17],
such as the delta of PSNR is 2dB when the rate is 3500 kbps
in the ‘foreman’ sequence.

3.3 Subjective Quality of the Proposed SDVC System

In order to show that the subjective quality of SDVC in-
creases with the more layers received, Fig. 10 demonstrates
the decoding quality of the 23rd frame of the ‘foreman’ se-
quence when different layers are received. Fig. 10 (a) rep-
resents the subjective quality when the BL is received only,
in which the image of eyes, eyebrows and other parts are
very vague; Fig. 10 (b) represents the quality when EL1 is
received, in which the image quality better than Fig. 10 (a)
when received the BL only; Fig. 10 (c) represents quality
when EL2 is received; and Fig. 10 (d) represents the effect
when all layers are received, in which the highlight in the
eye and the texture of the eyebrows are more obvious. The
decoded quality of the WZFs and the KFs based on different
layers are acceptable and the subjective quality is incremen-
tal with the PSNR value.

Figure 11 demonstrates the reconstructed quality of
the 70th frame of the ‘hall monitor’ sequence. Compare
Fig. 11 (a) with Fig. 11 (b), the texture of the right leg is dif-

Fig. 9 Comparison quality of SI and WZFs

Fig. 10 Reconstructed the 23rd frame of ‘foreman’ sequence

Fig. 11 Reconstructed the 70th frame of ‘hall monitor’ sequence
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Fig. 12 The scalability of overall SDVC

ference; the texture of the left leg is more and more obvious
from Fig. 11 (b) to Fig. 11 (d). The vertical line on the left
baffle is also becoming more and more apparent.

3.4 The Overall Scalability of the Proposed SDVC

In order to show the overall performance of SDVC, we
tested the mean PSNR and rate between the WZFs and the
KFs. The overall RD of the standard test video is shown
in Fig. 12, which illustrates the scalability of the proposed
SDVC and indicates the same theoretical analysis. The more
layers the decoder receives (the more bit rates), the better
quality will be (the higher PSNR).

4. Conclusion

This paper presented a framework of scalable video com-
munications based on DVC in WVSNs scenarios. The pe-
culiarities of the proposed scalable distributed video cod-
ing paradigm have been introduced to smooth transmission,
such as the type of compressed data over the bandwidth in-
stability channel. A scalable KFs scheme and a scalable
WZFs scheme are proposed for different channel band-
widths. The results shown that all these new proposals sig-
nificantly contribute to the performance of SDVC in a prac-
tical scenario.

The proposed techniques are an effective first step in
the direction of a practical system for a high performance
error resilient DVC transmission over an instability network
and a significant step in developing low complexity and high
error-resilient video transmission for the WVSN. Future
studies concerning the rate estimation based on region of

interest which influence the compression and performance,
and concerning rate control for the feedback-free coding
scenario will result in less transmission latency. Further-
more, the transmission of multi-view DVC over the WVSN
could be further studied.
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