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Deep Convolutional Neural Networks for Manga Show-Through
Cancellation

Taku NAKAHARA†, Nonmember, Kazunori URUMA††a), Tomohiro TAKAHASHI†††,
and Toshihiro FURUKAWA†, Members

SUMMARY Recently, the demand for the digitization of manga is in-
creased. Then, in the case of an old manga where the original pictures
have been lost, we have to digitize it from comics. However, the show-
through phenomenon would be caused by scanning of the comics since it
is represented as the double sided images. This letter proposes the manga
show-through cancellation method based on the deep convolutional neu-
ral network (CNN). Numerical results show that the effectiveness of the
proposed method.
key words: manga, image show-through cancellation, deep convolutional
neural network, residual learning, batch normalization

1. Introduction

Recently, manga (Japanese comics) is very popular in a lot
of countries, and it leads to increasing of the demand for the
digitization of manga. Then, in the case of an old manga
where the original pictures have been lost, we have to digi-
tize the manga from the double sided printed image. How-
ever, the digital image obtained by scanning of double sided
images is often degraded by the interference from the back
side. This phenomenon is referred to as show-through [1].

Several show-through cancellation methods have been
proposed [1]–[5] in order to cancel the show-through of the
general scanned image. Ophir et al. have proposed the im-
age separation method for show-through cancellation based
on the total variation (TV) regularization and mean squared
error (MSE) fidelity [2]. In [3], it is introduced a sym-
metric linear image mixture model, and an independent
component analysis (ICA) based show-through cancellation
method have been proposed. In [4], non-negative matrix
factorization (NMF) approach for show-through cancella-
tion method have been proposed, and Nagayasu et al. have
presented show-through cancellation method using Kalman
filter with colored driving source [5]. Although these meth-
ods achieve to reduce the effect of the show-through, the
transmittance parameter to represent the rate of the show-
through from the back side image is required. Moreover,
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some methods also require the back side image satisfying
the accurate registration between the front side and the back
side. However, the transmittance parameter is usually un-
known, and it is difficult to perform the accurate registration
between the front side and back side since there is a warp
due to a thickness of paper when the paper is scanned. Fur-
thermore, these methods do not work well for manga data
because they have not considered the characteristic repre-
sentation of manga such as the screen tone, the line drawing
etc.

Active research for convolutional neural networks
(CNNs) has led to the development of the image process-
ing. Deep learning techniques for image restoration have
achieved a good performance [6], [7]. Dong et al. [6] have
presented a fully CNN for single image super-resolution,
and this network directly learns an end-to-end original map-
ping between low- and high-resolution images. Zhang et
al. [7] have proposed an end-to-end trainable single deep
CNN for blind Gaussian denoising, single image super-
resolution, and JPEG image deblocking. This network
adopts the residual learning to remove the latent clean im-
age from noisy observation, and this strategy successes in
denoising with various noise level.

This letter proposes the manga show-through cancella-
tion method based on the deep CNN. Utilizing the genera-
tive model of the show-through [1], the abundant manga data
degraded by show-through are generated, and CNN mod-
eled by [7] learns the degradation of the show-through us-
ing the set of the original manga data and the degraded data.
Then, in order to be robustness for the various transmittance
parameters, the show-through manga data to learn CNN are
generated by using various transmittance parameters. The
advantage of the proposed method is that it is required nei-
ther the transmittance parameter nor the back side image,
and the novelty of the proposed method is to introduce the
deep CNN approach for show-through cancellation and to
consider the show-through cancellation for manga. Numer-
ical results show the effectiveness of the proposed method
compared with the conventional method [5].

2. Main Work

2.1 Image Show-Through Cancellation Problem

This subsection presents the generative model of show-
through and the show-through cancellation problem [1]. Let
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x f
i, j and xb

i, j denote the (i, j)th pixel value of the front side
original image and the back side original image, respec-
tively. The transmittance parameter to represent the rate of
the show-through from the back side image and the point
spread function (PSF) are denoted as s ∈ [0, 1] and hi, j, re-
spectively. Here, the (i, j)th pixel value of the front side
observed image y f

i, j and the (i, j)th pixel value of the back

side observed image yb
i, j are given as follows,

y
f
i, j = x f

i, j − s
∑

p
∑

q hp,q(lmax − xb
i−p, j−q)

yb
i, j = xb

i, j − s
∑

p
∑

q hp,q(lmax − x f
i−p, j−q)

, (1)

where lmax is the maximum luminance value of image.
Then, considering show-through model for all the pixels in
an image, Eq. (1) is described as the following vector form,

y f = x f − sH(lmax − xb)

yb = xb − sH(lmax − x f )
, (2)

where y f , yb, x f , xb and lmax ∈ RM are the vectors composed
of y f

i, j, y
b
i, j, x f

i, j, xb
i, j and lmax, respectively. H ∈ RM×M denotes

convolution operator matrix composed of hp,q, and M is the
number of pixels in image. Therefore, the show-through
cancellation problem is to restore the x f from y f .

2.2 Denoising Convolutional Neural Networks (DnCNNs)
[7]

This subsection presents the denoising method based on the
denoising CNN (DnCNN) model proposed by Zhang et al.
in [7]. The goal of the paper [7] is to restore a clean image
x from a noisy observed image y which follows an image
degradation model y = x + u, where u is a noise image.
In order to restore x from y, Zhang et al. adopt the resid-
ual learning formulation, that is, DnCNN aims to learn the
residual mapping function R(y) ≈ u.

In order to obtain R(y), Zhang et al. use the MSE as the
loss function between the residual image and the estimated
image from noisy input as follows,

L(Θ) =
1

2N

N∑

n=1

‖R(yn;Θ) − (yn − xn)‖22, (3)

and the trainable parametersΘ in DnCNN is estimated using
N training image pairs. Then, the DnCNNs are constructed
from three layer types. The first layer is constructed from 64
convolutional filters of size 3× 3× c, and the rectified linear
units (ReLU), i.e., max(0, ·), where c represents the number
of image channels. Layers from 2 to (D− 1) are constructed
by using 64 numbers convolutional filters of size 3× 3× 64,
batch normalization (BN) [8], and ReLU. D is depth of the
DnCNNs. For the last layer, c convolutional filters of size
3×3×64 are used to reconstruct the output. By incorporating
convolution with ReLU, DnCNN can gradually separate im-
age structure from the noisy observation through the hidden
layers. Then we obtain the restored clean image x = y−R(y)
using R(y).

General CNN mapping to the clean image x from y
would be close to identity mapping when the noise level is
low. As this result, it leads to the low denoising effect. How-
ever, the residual learning can prevent falling out this, and
therefore, the method proposed in [7] gives well denoising
results for various noise level without using the parameter
such as noise level.

2.3 CNN for Manga Show-Through Cancellation

This subsection presents the manga show-through cancella-
tion method based on CNN. Generally, we cannot know the
accurate transmittance parameter s, and it is even possible
to be zero. Therefore, in order to prevent being the iden-
tity mapping, this letter adopts to learn the residual mapping
function. That is, this letter proposes to learn the residual
mapping R(y f ) ≈ −sh(lmax − xb). Then this letter also use
the MSE based loss function as follows,

L(Θ) =
1

2N

N∑

n=1

‖R(y f
n ;Θ) − (y f

n − x f
n )‖22, (4)

and the trainable parameters Θ in DnCNN is estimated
by using abundant show-through manga data generated by
Eq. (2). Here, in order to be robustness for the various trans-
mittance parameter, the show-through manga data to learn
the network are generated using various transmittance pa-
rameters. The loss function is minimized using Adam algo-
rithm proposed in [9].

Same as the method in [7], the proposed manga show-
through cancellation CNN consists of the three layer types.
The first layer is convolution and non-linear mapping of
ReLU layer, and this layer extracts an 8-dimensional fea-
ture for 3 × 3 × c size patches. In this letter, image channel
is c = 1 because we deal with grayscale manga. From the
second to (D − 1)th layers, each layer is constructed from
convolution, BN [8] and ReLU. The input 8-dimensional
vectors are convoluted by 3 × 3 × 8 size patches. The last
layer is convolution layer which outputs the residual manga
image. The output image is given by 3×3×8 size filter. Note
that the batch normalization is used from the second layer to
the (D − 1)th layer, and this strategy is based on the previ-
ous studies [7], [12]. Then, Fig. 1 shows the architecture of
the proposed show-through cancellation CNN. Finally, the
restored manga image is obtained as x f = C(y f − R(y f )),
where C(•) : RM → RM is the function to clamp the pixel
values as follows,

(C(a))i =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

0 (a)i < 0

(a)i 0 ≤ (a)i < lmax

lmax lmax ≤ (a)i

. (5)

Here, (a)i is the ith element value of a vector a.

3. Experiments

In this section, using Manga109 dataset [10], we present the
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Fig. 1 The architecture of the proposed show-through cancellation CNN.

explanation of the constructing of the proposed CNN and
the numerical examples of the show-through cancellation.

In training of the proposed CNN, we use 190 and 30
manga images for the training images and the validation im-
ages, respectively. The validation images are used to mea-
sure the generalization error. For reasons of implementa-
tion simplicity, as the pre-proccesing, the training images
and validation images are resized to 500 × 500 size by
the bicubic method without keeping the aspect ratio. Note
that it is pointless to keep the aspect ratio because there is
many expressions such as the deformation of the characters
in manga. The 50 × 50 size image is extracted from the
500 × 500 show-through manga image, and about 200000
images are used for training. Then the manga data with the
show-through are constructed based on Eq. (2), where the
transmittance parameter is set to s ∈ [0.1, 0.4], and a 5 × 5
Gaussian filter with σ = 2 is used as PSF matrix H. The
maximum luminance value is set to lmax = 1. The number
of layers of CNN is set to D = 5, and a mini-batch size
is 128. The dimension of the input layer is set to 50 × 50.
For parameters of Adam algorithm in [9], we use α = 0.01,
β1 = 0.9, β2 = 0.999, and ε = 10−8. The proposed CNN
is trained to 50 epochs. The learning rate 10−3 and 10−4 is
used for the 50 epochs.

This letter compares the proposed method with the
method of Nagayasu et al. [5] because the Nagayasu’s
method achieves higher performance than the Sharma’s
method [1]. Nagayasu’s method requires both the accurate
value of transmittance parameter s and the back side image
satisfying the accurate registration between the front side
and the back side. In order to compare the performance
of the show-through cancellation methods, this experiment
uses 500 × 500 size 10 test images to demonstrate. These
test images are called as Image1–Image10, where each im-
age represent each page of manga such as Fig. 2. Since the
size of input layer is 50 × 50, the image is processed by
each block. Note that these images are not included in train-
ing/validation data to construct the proposed CNN.

Figure 2 shows the results of show-through cancella-
tion of Image1, and Fig. 3 shows the zoomed images of
show-through cancellation results of Image1, Image2 and
Image3. As is shown, the proposed method achieves a better
show-through cancellation than the conventional method.
Although the Nagayasu’s method reduces the effect of the
show-through phenomenon, the front side information is
also turned off. Tables 1 and 2 show the peak signal to
noise ratio (PSNR) and structural similarity (SSIM) [11] for
s = 0.2, 0.4. We can see that the proposed method achieves

Fig. 2 Visual comparison of Image1: (a) original image, (b) show-
through image (s = 0.2), (c) conventional method [5] and (d) proposed
method. c©Riku Kurita

higher performance than the Nagayasu’s method. The lim-
itations of the proposed method is that there is not enough
effects for the show-through of straight drawing. It is be-
cause there is a lot of straight drawing at frame regions in
manga and because they are drawn strongly. Therefore, it is
difficult to cancel the straight show-through appropriately.

This letter explains the experimental results using real
manga data which are commercially available comics. Au-
thors bought several comics and scanned the some pages
of the comics by a multi function printer. Then authors
obtained the show-through manga data, and the proposed
method was applied for the show-through cancellation. As
the results, the proposed method cancels the show-through
appropriately similar to the results of the proposed method
shown in Figs. 2 and 3. Note that this letter can not show
these results due to copyright restrictions.

Finally, using the Manga 109 image data, this letter
shows the experimental results similar to the experiment us-
ing a real data. That is, the images of Manga 109 are printed
to the front side and back side of the medium quality pa-
per by inkjet printer. Then, the show-through manga data is
scanned as a 7015×4960 size digital image by a multi func-
tion printer, and it is resized to 7050 × 5000 by the padding
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Fig. 3 Visual comparison of the zoomed Image1 (1st row, s = 0.2), Image2 (2nd row, s = 0.2) and
Image3 (3rd row, s = 0.4): (a) original image, (b) show-through image, (c) conventional method [5] and
(d) proposed method. c©Riku Kurita

Table 1 Comparison of PSNR [dB] for s = 0.2 and s = 0.4.

Image
s = 0.2 s = 0.4

Conv. [5] Proposed Conv. [5] Proposed

Image1 18.685 29.350 18.311 27.014

Image2 19.224 32.062 18.403 28.500

Image3 20.183 30.703 18.565 27.883

Image4 20.105 31.399 19.819 28.420

Image5 20.128 32.676 19.977 28.235

Image6 20.566 32.721 20.143 28.225

Image7 19.177 32.997 19.294 28.114

Image8 19.809 31.050 19.621 28.316

Image9 19.767 32.298 19.055 27.511

Image10 19.561 31.337 18.688 27.129

Average 19.720 31.659 19.187 27.935

processing. The image is processed every each the 50 × 50
size block. Note that the printed manga data is not included
in the training image set, validation image set and test im-
age set. Figure 4 shows the results of the show-thorough
cancellation of the proposed method. Although it is diffi-
cult to quantitatively evaluate, the proposed method seems

Table 2 Comparison of SSIM for s = 0.2 and s = 0.4.

Image
s = 0.2 s = 0.4

Conv. [5] Proposed Conv. [5] Proposed

Image1 0.811 0.960 0.799 0.941

Image2 0.858 0.968 0.840 0.951

Image3 0.842 0.958 0.795 0.926

Image4 0.854 0.926 0.834 0.897

Image5 0.844 0.971 0.838 0.935

Image6 0.857 0.972 0.846 0.935

Image7 0.828 0.974 0.842 0.949

Image8 0.858 0.945 0.855 0.924

Image9 0.842 0.972 0.832 0.945

Image10 0.835 0.975 0.815 0.952

Average 0.843 0.962 0.830 0.935

to cancel the show-through well.

4. Conclusion

This letter proposes manga show-through cancellation
method based on the CNN which adopts the residual learn-
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Fig. 4 Experiment results for both side printed comic data: (a) origi-
nal image, (b) scaned show-through image and (c) the result of proposed
method. c©Minako Uchida

ing formulation and the batch normalization. The proposed
CNN model achieves the show-through cancellation with-
out using transmittance parameter. The experimental re-
sults show that the proposed method achieves to remove
the show-through appropriately compared with the previous
method based on the Kalman filter [5].
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