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Cross-Corpus Speech Emotion Recognition Based on Deep
Domain-Adaptive Convolutional Neural Network∗
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and Chuangao TANG†, Student Member

SUMMARY In this letter, we propose a novel deep domain-adaptive
convolutional neural network (DDACNN) model to handle the challeng-
ing cross-corpus speech emotion recognition (SER) problem. The frame-
work of the DDACNN model consists of two components: a feature ex-
traction model based on a deep convolutional neural network (DCNN) and
a domain-adaptive (DA) layer added in the DCNN utilizing the maximum
mean discrepancy (MMD) criterion. We use labeled spectrograms from
source speech corpus combined with unlabeled spectrograms from target
speech corpus as the input of two classic DCNNs to extract the emotional
features of speech, and train the model with a special mixed loss combined
with a cross-entrophy loss and an MMD loss. Compared to other classic
cross-corpus SER methods, the major advantage of the DDACNN model is
that it can extract robust speech features which are time-frequency related
by spectrograms and narrow the discrepancies between feature distribution
of source corpus and target corpus to get better cross-corpus performance.
Through several cross-corpus SER experiments, our DDACNN achieved
the state-of-the-art performance on three public emotion speech corpora
and is proved to handle the cross-corpus SER problem efficiently.
key words: cross-corpus speech emotion recognition, deep convolutional
neural network, domain adaptation

1. Introduction

Speech emotion recognition (SER) is a research hotspot
in the field of affective computing in recent years, which
can enhance the quality of the human-computer interaction.
Recognising the emotional state of speech has a broad ap-
plication prospect, such as multimedia technology, crimi-
nal investigation and computer tutorial applications [1]. Re-
searchers have put forward a number of effective methods
of SER, but most are conducted on a single database. While
in practice, the speech signals between training and testing
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speech corpora usually have a lot of differences, e.g., the
speech signals are often collected in different conditions and
coming from different languages, which lead to a big gap
in the feature distributions between the training and test-
ing speech sets. Therefore, it is vital to develop a more
robust system which can be more resilient to discrepancies
in training and testing conditions. Furthermore, the tradi-
tional speech features used for cross-corpus SER tend to be
inclined to time domain or frequency domain only, such as
the zero-crossing-rate (ZCR), Mel-Frequency Cepstral Co-
efficents (MFCC) or the fused features of above features and
so on, which often lose some emotional information due to
the changes in time and frequency characteristics of speech
signals [2]. It is difficult to learn emotion-related features
effectively through these traditional speech emotion recog-
nition algorithm. Thus, exploring a new method to extract
robust time-frequency related features is also an important
part for the cross-corpus SER problem. On the whole, find-
ing a way that can eliminate discrepancies between domains
while extracting robust features from the emotional speech
signal is the key to cope with the cross-corpus SER problem.

To eliminate the discrepancies between feature distri-
butions of different speech corpora, Song et al. [3] proposed
a method called transfer non-negative matrix factorization
(TNMF) which utilizes the non-negative matrix factoriza-
tion and the maximum mean discrepancy (MMD) criterion
for similarity measurement of the cross-corpus SER prob-
lem. Meanwhile, Zong et al. [4] proposed a method using
domain-adaptive least-squares regression (DaLSR) model
based on MMD criterion to handle the mismatch problem
of different speech corpora. In a word, a practical way to
cope with the cross-corpus SER issue is to use labeled data
from training corpus (source domain) along with unlabeled
data from testing corpus (target domain) based on the MMD
criterion to training a model.

The research on the cross-corpus SER system not only
focuses on eliminating the discrepancies between feature
distributions of different speech corpora, but also explores
new methods to extract robust features. For example, Sun
et al. [2] proposed a deep convolutional neural network
model combined with deep and shallow feature fusion of
speech in different levels to improve the effectiveness of
speech emotion recognition. They used the speech spectro-
grams as the input of the neural network, which is proved to
be effective to improve the speech emotion recognition per-
formance. In [5], Badshah et al. also extracted spectrograms
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from speech signal which bypassed the traditional feature
exacting method, and input them to a deep convolutional
neural network for emotions recognition, which is able to
predict emotions efficiently. In this letter, we also utilize the
spectrograms to represent time-frequency related character-
istics of speech signal as the input of DCNNs. By using
appropriate feature sets, the deep model can extract more
valuable information on the massive speech database.

In order to solve the discrepancies between different
domains and extract robust features, we will propose a
novel deep domain-adaptive convolutional neural network
(DDACNN) to investigate the challenging cross-corpus SER
issue in this letter. The main component of the DDACNN is
a common DCNN to learn salient features from the speech
spectrograms. In addition, a domain-adaptive (DA) model
based on the maximum mean discrepancy (MMD) criterion
is added to the DCNN model to bridge the affective gap,
namely calculate the MMD loss in some fully-connected
(FC) layer between the data sets from source speech cor-
pus and an additional set of unlabeled samples from target
speech corpus. In this case, both the cross-entrophy loss cal-
culated from the labeled source data sets and the MMD loss
would be optimized together to train the DDACNN model.

2. Proposed Method

As shown in Fig. 1, the framework of the proposed
DDACNN consists of two parts, including a feature extrac-
tion model based on a DCNN and a domain-adaptive (DA)
layer based on the maximum mean discrepancy (MMD) cri-
terion.

2.1 Feature Extraction

The first part of the DDACNN is a common deep convo-
lutional neural network (DCNN). A typical DCNN consists
of a variety of layers that are the convolution, pooling, and
fully connected layers in sequence [6]. In the last, there is a
Softmax layer performing the final classification task.

Motivated by the researches based on spectrograms [2],
[5], the proposed framework tries to utilize feature learning
schemes for spectrograms generated from speech. Spectro-
gram is a visual expression of time-frequency distribution
of speech energy, which can connect the time-domain with
frequency-domain of speech signals. The horizontal stripes
of the speech spectrogram contain rich emotional informa-
tion, such as pitch frequency and spectrum envelope [7].
The abscissa and ordinate of the spectrogram stand for time
and frequency, respectively, and the coordinate points reflect
the energy of the speech data. As shown in Fig. 2, the en-
ergy value of speech spectrogram is represented by color.
Speech signals with low amplitudes are represented by dark
blue colors, while those with stronger amplitudes are repre-
sented by brighter colors up through red.

The emotional features are extracted by using the
speech spectrograms based on the Short-Time Fourier
Transform (STFT) as the input of DCNN to study the emo-

Fig. 1 The DDACNN model

Fig. 2 Sample speech spectrograms

tional information contained in speech signal. In order
to compare the effects of different sizes of DCNN on the
model, we utilize two different architectures of DCNN to
extract the emotional features of spectrograms of speech sig-
nals, including a LeNet [8] model and a AlexNet [9] model.
The LeNet model has 5 layers totally, including 2 convolu-
tional layers, 2 FC layers and a Softmax layer, while the
AlexNet model has 8 layers totally, including 5 convolu-
tional layers, 2 FC layers and a Softmax layer,

2.2 Discrepancy Measurement between Domains

To measure the discrepancies between source and target
datasets, we utilize the domain-adaptive (DA) layer based
on the maximum mean discrepancy (MMD) criterion [10].
While the MMD criterion is a widely used loss function of
domain adaptation [3], [4], [11], [12], which has been uti-
lized to reduce the distribution mismatch between the source
and target domains. Its main purpose is to measure the dis-
crepancies between different distributions of the source and
target domains, then we can incorporate the MMD into the
learning algorithm.

Assuming that Ds = [ds
1, . . . , d

s
M] and Dt = [dt

1, . . . , d
t
N]

are two sample sets from distributions P(Ds) and P(Dt), the
difference measurement can be formulated as:

MMD[P,Q] � sup
f∈H

(EDs [ f (Ds)] − EDt [ f (Dt)]) (1)

where H is a class of functions. If H is rich enough to
distinguish any two distributions in an Reproducing Kernel
Hilbert Space (RKHS) [13], we can express the MMD as the
following forms of the distance between mean embeddings:

MMD[P,Q] = ‖μDs (P) − μDt (Q)‖2H (2)

Through comparing the square distance between the empir-
ical kernel mean embeddings, the estimate of the MMD can
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be denoted as:
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where k is the kernel function. We use the gaussian func-
tion as the kernel function so as to map data onto an infinite
dimensional space.

The basic method of MMD is that the statistics will be
the same when the generating distributions of source and
target domains are identical [11]. We expect that the DA
layer based on MMD regularization embedded in training
process can induce better discriminative features (the exper-
imental results are detailed in Sect. 3.2). To be specific, as
shown in Fig. 1, Ds and Dt are outputs of a batch of speech
signals from source and target corpora in a FC layer of the
DCNN, then the MMD is calculated as a loss function by
applying Eq. (3) to the outputs, which is a part of the total
loss function for optimizing during the training process. By
incorporating the MMD calculated with Eq. (3) into train-
ing process for optimizing, the total loss function will go
down and the discrepancies between source and target cor-
pora can be narrowed. This is the detailed description of the
DA layer.

2.3 DDACNN for the Cross-Corpus SER

As mentioned above, the LeNet and the AlexNet are used as
the DCNN of the DDACNN, then the MMD loss is calcu-
lated in some FC layer of the DCNN.

The spectrogram images are generated from three
different emotion speech corpora, including EmoDB [14],
eNTERFACE [15] and CASIA [16], which were setup in
different languages. We use the spectrogram of one corpus
as the source set and the spectrogram of another one as the
target set, then the input images were resized to 224 × 224
before being fed to the neural network.

The MMD loss function is calculated in some FC layer
of the DCNN between the data set from source speech cor-
pus and an additional data set of unlabeled testing samples
from target speech corpus to train the DCNN model. For
each spectrogram generated for the incoming speech sig-
nals, we utilize the trained model to get the final recognition
accuracies.

By integrating the MMD over the domain-specific FC
layers into the DCNN cross-entropy loss function, the final
end-to-end objective function of DDACNN with neural net-
work training can be obtained, which can be defined as:

Losssum = Ce(Ys, ys) + λMMDFC(Ds,Dt) (4)

Where Ce stands for the cross-entropy loss function of

source set, λ > 0 control the tradeoff among two terms, ys is
the label of source speech data, while MMDFC is the MMD
loss function calculated in some FC layers of the DCNN.

3. Experiments

3.1 Databases and Protocols

In order to evaluate the performance of the DDACNN
model, we conducted 6 experiments using three corpora
from three different languages to extract their spectrograms,
namely EmoDB, eNTERFACE, and CASIA. Since each
emotion corpus contains different emotions, the samples
containing common emotions were selected as the data onto
experiment. For the experiments between EmoDB and
eNTERFACE, five emotions (angry, disgust, fear, happy
and sad) were chosen for validation, and 375 and 1072 au-
dio samples were selected, respectively. While in the ex-
periments between EmoDB and CASIA, five emotions (an-
gry, fear, happy, disgust, sad) were chosen, which were
contained in 408 and 1000 speech samples for validation.
In addition, 1072 and 1000 audio samples containing five
emotions (angry, fear, happy, disgust, sad) were selected
for validation in the experiments between eNTERFACE and
CASIA, respectively.

In addition, two accuracy measurements were utilized
to evaluate the recognition performance, including the un-
weighted average recall (UAR) and the weighted average
recall (WAR). The UAR means the ratio of the predicted
accuracy per class to the whole number of classes, while
the WAR stands for the ratio of correctly predicted samples
to the total samples. Several state-of-the-art methods us-
ing traditional speech features were utilized for comparison
purpose, including transfer component analysis (TCA) [17],
transfer kernel learning (TKL) [18] and DaLSR [4]. The
feature set used by these methods is provided by the
INTERSPEECH 2009 Emotion Challenge (IS09) [19]. The
IS09 feature set has 384 dimensions of features which con-
tain 32 acoustic low-level descriptors (LLDs) such as Mel-
frequency cepstral coefficient (MFCC) and zero-crossing-
rate (ZCR), and they are extracted by the openSMILE soft-
ware [20]. Meanwhile, we also utilized the original LeNet
and AlexNet without a DA layer to perform the experiments.
In addition, the linear SVM using the IS09 feature sets is se-
lected as the baseline method of all experiments.

3.2 Results and Analysis

The final experimental results are shown on the Table 1. The
L-FC1 and L-FC2 denote that the DDACNN based on LeNet
with a DA layer added in its first and second FC layer, while
the A-FC1 and A-FC2 mean the same situation to LeNet in
AlexNet network.

According to the results, the proposed DDACNN based
on LeNet with a DA layer added in its first FC layer, namely
L-FC1 achieves the best results from 5 cases of all 6 ex-
periments, and the DaLSR method achieves the best results
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Table 1 Enperimental results (UAR/WAR) for cross-corpus SER

Exp 1 2 3 4 5 6
Source/Target Corpus E/B B/E B/C C/B E/C C/E
SVM 27.83/24.27 30.06/30.08 25.10/25.10 33.59/36.76 24.20/24.20 26.26/26.31
TCA [17] 29.70/39.20 26.25/26.28 28.10/28.10 37.24/37.99 26.10/26.10 24.20/24.25
TKL [18] 36.21/42.40 24.55/24.61 25.10/25.10 35.08/38.24 24.10/24.10 27.48/27.52
DaLSR [4] 44.41/52.27 36.36/36.40 25.40/25.40 23.85/26.96 20.00/20.00 22.65/24.21
LeNet 43.82/49.60 30.46/30.48 34.50/34.50 31.36/38.54 28.10/28.10 29.86/29.90
AlexNet 32.28/34.93 28.86/28.87 31.30/31.30 30.75/30.12 27.20/27.20 26.86/27.01
L-FC1 49.93/58.13 34.51/34.52 38.10/38.10 46.62/48.39 31.90/31.90 31.59/31.68
L-FC2 44.21/54.13 31.80/31.77 34.90/34.90 35.32/38.02 27.50/27.50 30.94/31.02
A-FC1 35.34/45.56 30.29/30.28 33.10/33.10 31.01/32.09 28.70/28.70 29.53/29.53
A-FC2 30.30/41.33 29.77/29.62 31.70/31.70 29.56/30.56 25.80/25.80 29.49/29.62

E, B and C denote the eNTERFACE, EmoDB, and CASIA corpus, respectively.

from the Exp2. Meanwhile, the results of the experimen-
tal group using LeNet are better than those using AlexNet,
which show that the LeNet model with smaller structure
is more effective in cross-corpus SER issue. We can find
that the recognition rate of DCNN using DA layer is im-
proved compared with these without one, which indicates
that the domain adaptive method is very effective to im-
prove the recognition accuracies of cross-corpus SER as
it can eliminate the discrepancy between feature distribu-
tions of different corpora successfully. Especially in Exp1,
the L-FC1 obtains 49.93%/58.13% recogniton accuracies in
UAR/WAR, which is 5.52%/5.86% higher than the state-
of-the-art DaLSR model. While in Exp3 and Exp4, the
L-FC1 obtains 38.10%/38.10% and 46.62%/48.39% recog-
niton accuracies in UAR/WAR, which are 10.00%/10.00%
and 9.38%/10.40% higher than the classic TCA method. In
addition, the DaLSR method gets the best recognition accu-
racy in Exp2, which may attribute to the less contribution of
DDACNN model to narrow the feature discrepancies in this
case. Furthermore, the LeNet using spectrograms as input
without a DA layer also achieves better performance than
the SVM method using the IS09 feature sets, which shows
that the way of feature extraction in DDACNN is useful for
the cross-corpus SER issue.

On the basis of these results, it is apparent that the
DDACNN combining LeNet with a DA layer added in its
first FC layer can deal with the cross-corpus SER problems
effectively in most cases than other traditional domain adap-
tive ways using common speech features or the common
neural network methods without a DA layer.

4. Conclusion

In this letter, we have proposed a novel DDACNN model
to handle the challenging cross-corpus SER problem. The
main contribution of the proposed DDACNN is that it can
eliminate the feature distribution discrepancies between the
training and testing speech corpora while extracting robust
features from speech signals at the same time. Through 6
extensive experiments on 3 different speech emotion cor-
pora, the proposed DDACNN model based on LeNet with
a DA layer added in its first FC layer has achieved better
recognition performance than other traditional methods in

most cases. Additionally, there are still many problems to
cope with with the cross-corpus SER problem, such as the
serious imbalance of sample sizes in different corpus. In the
future, we can also pay attention to more DCNN models to
enrich the DDACNN model.
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