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SUMMARY  Tea sprouts segmentation via machine vision is the core
technology of tea automatic picking. A novel method for Tea Sprouts
Segmentation based on improved deep convolutional encoder-decoder Net-
work (TS-SegNet) is proposed in this paper. In order to increase the
segmentation accuracy and stability, the improvement is carried out by
a contrastive-center loss function and skip connections. Therefore, the
intra-class compactness and inter-class separability are comprehensively
utilized, and the TS-SegNet can obtain more discriminative tea sprouts fea-
tures. The experimental results indicate that the proposed method leads to
good segmentation results, and the segmented tea sprouts are almost coin-
cident with the ground truth.
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1. Introduction

Tea sprouts segmentation is the core technology of au-
tomatic tea picking systems based on machine vision [1].
The tea sprouts region in the image can be automatically
gained by the segmentation method. Much research has fo-
cused on tea sprouts segmentation or recognition, a color
and shape features based segmentation method [2] was uti-
lized to recognize the tea sprouts. Tang et al. [3] introduced
a tea sprouts recognition method based on multiple thresh-
old segmentation, but the threshold value calculated by the
image histogram suffers the ambient lighting issue. Shao
et al. [4] proposed an improved k-means algorithm to rec-
ognize the tea sprouts. An image histogram equalization
and HSI color model were also employed in [4]. Other re-
search has focused on tea category or tea disease recogni-
tion. Wu et al. [5] introduced a tea category identification
method based on optimal wavelet entropy and weighted k-
Nearest neighbors. But the proposed method [5] only classi-
fies three kinds of tea, there are many kinds of tea available
nowadays. Zhang et al. [6] proposed a tea disease recogni-
tion method via tea leaf color and texture features, and the
Back Propagation (BP) neural network is utilized to recog-
nize the different tea diseases.

Most existed tea sprouts segmentation methods are not
deep learning based, the color or shape features are de-
signed by artificial experience, which lake robustness and
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represent-tation ability. The segmentation results gained
by the existed methods are not high enough to achieve the
tea automatic picking. For these issues, a novel method
for Tea Sprouts Segmentation based on deep convolutional
encoder-decoder Network (TS-SegNet) is proposed in this
paper. The network structure of TS-SegNet is shown in
Fig. 1, it is an end-to-end method, the input is a tea im-
age, and the output is the segmentation results of tea sprouts.
The proposed TS-SegNet is based on the deep learning seg-
mentation architectures SegNet [7]. The SegNet is a well-
known architecture in computer vision for semantic seg-
mentation [8], [9], but has not been used much so far for
the tea sprouts segmentation task. SegNet utilizes the pool-
ing indices to achieve the upsampling operation, but it does
not capture multiscale information. So the skip connections
used in U-Net[10] and contrastive-center loss function are
employed in the proposed TS-SegNet to capture both coarse
level and fine level information at the deconvolutional lay-
ers. The experimental results show that the novel method
leads to good results, meanwhile, the segmentation of tea
sprouts can be widely used in the tea automatic picking.

2. Tea Sprouts Segmentation Methods
2.1 Contrastive-Center Loss Function

The tea sprouts features extracted from the deep neural
network are separable but not that discriminative enough,
and the inter-class separability is not considered. So,
a contrastive-center loss function is employed to overcome
these issues. The intra-class compactness and inter-class
separability is achieved in Eq. (1):
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where L. is the contrastive-center loss, m is the training sam-
ple number in a patch, x; is the i th training sample. c,, is
the y; th class center of extracted features, y is a constant
preventing the denominator equal to 0. In our experiments,
we set y = 1 by default.

The updates of network parameters and class center si-
multaneously in Eq. (2), Eq. (3):
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where n = 1,2,...,m is the serial number of current class

center. Both the distances of training samples to their cor-
responding class centers and the sum distances of training
samples to their non-corresponding class centers are opti-
mized by the contrastive-center loss function.

The convolutional layers in the SegNet also suffer the
problem of ignoring inter-class separability during the train-
ing process. In order to overcome these issues, the pro-
posed tea sprouts segmentation network is improved by the
contrastive-center loss function. Therefore, the TS-SegNet
can obtain more discriminative tea sprouts features with the
contribution of Eq. (1), and the proposed method has a good
performance on the accuracy of tea sprouts segmentation.

TS-SegNet

[7] Concatenation
| 171 convolution

The network structure of the proposed TS-SegNet

2.2 The Proposed TS-SegNet

The network structure of the proposed method is shown in
Fig. 1, it is based on the SegNet. The input of the method is
a tea sprouts image, and the output is the tea sprouts segmen-
tation results. The TS-Segnet encoding part consists of 13
convolutional layers in the VGG-16 network [11], and the
fully connected layers are discarded in order to retain high
resolution feature maps. The TS-Segnet decoding part con-
sists an inverse VGG-16 network for the up-sampling, each
layer in encoding has the corresponding layer in decoding.
Each convolutional layer uses a 3 x 3 kernel, the size of
max-pool layers is 2 X 2 and the ReLU activation function
is employed in the TS-Segnet. In the end, a softmax layer
with 2 outputs is used to implement 2-label classify-cation
as background (1) and tea sprouts (2).

A U-Net[10] type skip connection is employed only
at the last up-sampling layer as shown in Fig. 1 (Dotted ar-
row part) to incorporate feature maps with fine details. At
this layer, a 1 X 1 convolution layer is utilized to enhance
coarser and finer information for the tea sprouts segmenta-
tion, and also to reduce the number of parameters for the
final convolutional layer. A contrastive-center loss function
is also utilized to increase the intra-class compactness and
inter-class separability of the extracted tea sprouts features.
Therefore, the proposed TS-SegNet has a good performance
on tea sprouts segmentation task with the improvement of
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skip connection and contrastive-center loss function.
3. Experiment and Evaluation
3.1 Dataset and Implement Details

In the experiment, the dataset consists of 1296 training and
864 testing RGB images (Longjing tea, overshoot or 45-
degree angle shooting) at 360 x 480 resolution. The ground
truth is provided with manual segmentation with labels as 1
and 2 for background and tea sprouts respectively. All the
input RGB images are performed the local contrast normal-
ization operation [12].

We initialized the encoder and decoder weights by the
technique described in [13], and also utilized the stochastic
gradient descent with a fixed learning rate of 0.01 to train the
proposed TS-SegNet. The training set is shuffled and each
mini-batch consists of 6 images. We used the contrastive-
center loss as the objective function in the network training
part. In the last convolutional layer of decoding part, a 1 X
1 convolution operation was employed to receive more tea
sprouts coarser and finer information via skip connection,
the number of parameters in the layer is also reduced.

For each tea sprouts region, overlap error (OE) and
relative difference error (RDE) were used as the evaluation
metric [14]. OE and RDE are defined as:

OE:I_IAUBI 4)
RDE = M (5)
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A is the segmentation results to be evaluated, B denotes
the reference manual delineation results, where | | calcu-lates
the area of a logical image input (pixel numbers).

3.2 Results and Discussion

To validate the efficiency of the proposed TS-SegNet, we
implemented SegNet [7], U-Net [10], U-SegNet [12], Graph
cuts [15] and Level set [16] to benchmark the performance
on tea sprouts segmentation. The qualitative comparisons of
TS-SegNet segmentation with different deep architectures
can be seen in Fig.2. The qualitative results show that the
proposed TS-SegNet has a superior performance as com-
pared to the other deep architectures. From the TS-SegNet
overlay label (Fig. 2 last row), it can be observed that the tea
sprouts segmentation result gained by our method is com-
plete in shape, especially for the small tea sprouts. It also
can be observed that the proposed TS-SegNet can reduce
the impact of individual shape and color differences from
tea sprouts, ambient illumination and shooting angle during
image acquisition, which makes it suitable for the tea auto-
matic picking.

Table 1 shows the tea sprouts testing set accuracy with
different methods, the comparison results indicate that the
proposed TS-SegNet has the minimum OE and RDE. The
minimum value of RDE in the tea sprouts testing set is 0.01
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Fig.2  Results on tea sprouts segmentation with different deep architec-
tures

(gained by our method with a 45K iterations), and the corre-
sponding segmentation result is almost coincident with the
ground truth, the only difference is a small part of the seg-
mented tea sprout stalk.

In the experimental part, we also compared different
loss functions to verify the proposed method. Table 2 shows
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Table 1  Tea sprouts testing set accuracy with different methods.
OE RDE
Method Min Max Mean Min Max Mean
Graph cuts[15] 0.17 0.45 0.36 0.09 0.39 0.28
Level set[16] 0.17 0.44 0.35 0.08 0.39 0.27
U-Net[7] 0.18 0.37 0.28 0.09 0.32 0.20
SegNet[10] 0.16 0.35 0.25 0.07 0.28 0.17
U-SegNet[12] 0.14 0.35 0.24 0.05 0.26 0.15
TS-SegNet 0.09 0.32 0.20 0.01 0.20 0.11
Table 2  TS-SegNet testing set mean accuracy with different loss func-
tions.
Loss function OE RDE
Softmax 0.23 0.14
Center loss 0.21 0.13
Contrastive-center loss 0.20 0.11

the tea sprouts testing set accuracy with different loss func-
tions, the network structure used is as shown in Fig. 1. The
comparison results indicate that the contrastive-center loss
function has a better performance than other loss functions.
The main reason is the intra-class compactness and inter-
class separability of the tea sprouts features are effectively
measured via the contrastive-center loss function.

4. Conclusion

In this paper, a novel TS-SegNet method for tea sprouts seg-
mentation is presented. With the contribution of contrastive-
center loss function and the skip connections, the intra-
class compactness and inter-class separability are compre-
hensively utilized, and more discriminative tea sprouts fea-
tures are automatically exacted. Hence, the accuracy of tea
sprouts segmentation can be efficiently increased through
these gained discriminative features. The experimental re-
sults show that the proposed method leads to high accu-
racy, and has the minimum OE and RDE compared with
other deep architectures. The segmented tea sprout regions
are complete and almost coincident with the ground truth,
which can be used in the tea automatic picking. Future
work includes eliminating the effects of the tea sprouts stalks
during the segmentation and further improving the segmen-
tation effect.
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