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PAPER

Attentive Sequences Recurrent Network for Social Relation
Recognition from Video

Jinna LV†,††a), Member, Bin WU†b), Yunlei ZHANG†c), Nonmembers, and Yunpeng XIAO†††d), Member

SUMMARY Recently, social relation analysis receives an increasing
amount of attention from text to image data. However, social relation anal-
ysis from video is an important problem, which is lacking in the current
literature. There are still some challenges: 1) it is hard to learn a satisfac-
tory mapping function from low-level pixels to high-level social relation
space; 2) how to efficiently select the most relevant information from noisy
and unsegmented video. In this paper, we present an Attentive Sequences
Recurrent Network model, called ASRN, to deal with the above challenges.
First, in order to explore multiple clues, we design a Multiple Feature At-
tention (MFA) mechanism to fuse multiple visual features (i.e. image, mo-
tion, body, and face). Through this manner, we can generate an appropriate
mapping function from low-level video pixels to high-level social relation
space. Second, we design a sequence recurrent network based on Global
and Local Attention (GLA) mechanism. Specially, an attention mechanism
is used in GLA to integrate global feature with local sequence feature to se-
lect more relevant sequences for the recognition task. Therefore, the GLA
module can better deal with noisy and unsegmented video. At last, exten-
sive experiments on the SRIV dataset demonstrate the performance of our
ASRN model.
key words: social relation recognition, video analysis, deep learning,
LSTM, attention mechanism

1. Introduction

With the development of internet and multimedia, massive
video data is generated by the social media, daily surveil-
lance, etc. A large proportion of these videos are human-
centric. As an important entity type, people communicate
with each other through various medias, and the social re-
lations between them are hidden behind video information.
In computer vision, social information has been exploited to
improve several analytic tasks, including human trajectory
prediction [1], [2], group activity recognition [3], [4], and
relation network construction [5], [6]. However, social rela-
tion recognition from video has received less attention and
is far from solved by the community. In this paper, we aim
to address the problem of social relation recognition from
video.
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Fig. 1 Challenges in video data: persons are always side faces and ap-
pear in different video images. The image with red frame is an example
from image dataset, meanwhile, the images with blue frames are examples
from video dataset.

Most of the existing studies for social relation recogni-
tion are based on image data. These studies learn social rela-
tion traits of pairwise persons from static images, including
facial, distance, and objects features [7]–[9]. However, these
methods cannot be utilized in video analysis. As shown in
Fig. 1, different from image data, people in video may not
appear in the same image. Moreover, they usually only have
the profile or the back. Therefore, new feature representa-
tion method and recognition model for the analysis of social
relations in the video need to be proposed.

Understanding social relations is natural for human,
however, it is still a fundamental research challenge for Ar-
tificial Intelligence (AI). Specially, it is hard to learn a map-
ping function from low-level video pixels to high-level so-
cial relation space due to great intra-class variance. Early
methods have investigated appearance time of people for
rough relation analysis [5], [10]. Later, some researches
have exploited models to recognize family or kin relation-
ship using low-level features of face images [7], [11], [12].
For example, Zhang et al. [7] employed a Siamese-like deep
convolutional network to learn a mapping function from raw
pixels of a pair of faces to relation traits. However, owing to
the complexity of interactions and multi-angle appearance
of persons in video, simple feature cannot adequately reflect
the high level social relation space. Therefore, advanced
methods for feature representations and map functions from
raw pixels to high-level social relation space need to be pro-
posed.
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Another challenge is that not all of the sequence frag-
ments in the long video are closely related to the social rela-
tion recognition task. In recent years, some studies worked
on well segmented sequence videos, or all of the avail-
able frames in video sequences [13]. Some methods sim-
ply computed summary statistics the relation traits over the
whole video [14]. However, not every happening interac-
tion during the video sequences will be relevant to recog-
nize the social relations. Existing methods for relation anal-
ysis do not address this issue. According to psychologi-
cal research [18], the perception system of the human can
quickly adjust the time selection mechanism to deal with the
most relevant information. However, for AI, how to locate
the crucial sequences using attention mechanism to achieve
more accurate recognition results is a real challenge.

In view of the challenges in social relation recognition
from videos, we propose an Attentive Sequences Recurrent
Network (ASRN). First, our model extracts the high-level
semantic features of video frames and persons appeared in
them. A Multiple Feature based on Attention module (MFA)
is designed to fuse these features carefully, which weighted
fuse different features (i.e. image, motion, body, and face)
to get a powerful representation for social relation. Second,
people always obey a large number of common sense rules
and comply with social conventions when they interacting
with each other [19]. For instance, when one listens to an-
other person’s speech, there will be an expression, language,
or a response to the body. Therefore, we employ a recurrent
sequence network to extract these features. Furthermore, in
order to selectively locate prime sequences for the task of
social relation recognition, we propose a recurrent network
based on Global and Local Attention (GLA). In this way, the
model can focus on key sequences according to the global
video information for the social relation recognition.

The innovation of this article includes three points:

• In order to build a mapping function from low-level
pixels to high-level social relation space, we integrate
multiple features of video frames by the MFA module.
Through this approach, we can get a powerful visual
representation for each time step of video sequences.

• We propose a recurrent network based on Global and
Local Attention (GLA), which solves the problem of
recognizing social relations from unsegmented videos.
It automatically localizes the task-relevant parts to im-
prove the performance for social relation recognition.

• Our ASRN model outperforms previous state-of-the-
art algorithms on SRIV datasets. Extensive exper-
iments demonstrate that the ASRN model achieves
noticeable gains by appropriately integrating multi-
feature of frames and global-local feature of video se-
quences into attention mechanism.

The rest of this paper is organized as follows. The re-
lated work is briefly presented from three aspects in Sect. 2.
In Sect. 3, the proposed ASRN model is described in de-
tail. The experimental results are provided and discussed in
Sect. 4. Finally, Sect. 5 concludes the paper.

2. Related Work

Social relation recognition still has remained a challeng-
ing problem. The existing approaches generally fall into
two categories: image-based [7], [8], [13], [21] and video-
based [5], [22]–[24] methods.

For social relation recognition, some methods have in-
vestigated several low level featuresto recognize the social
relations of pairwise persons from images, such as color,
facial distance, and gradient histogram [13], [20]. For ex-
ample, Tannisil et al. [13] explored the facial and spatial
features of people for their interaction recognition. Later,
several advanced recognition methods have been proposed
in light of the two streams Convolutional Neural Networks
(CNNs). For example, Sun et al. [8] proposed an end to end
deep network based on multiple domain features. The main
advantage of the social cues is that they think, to a large ex-
tent, faces features by integrating with the relative position
of them is a effective approach [7], [8], [21].

Social relation recognition from video is still a field in
its childhood. Some studies have analyzed the interactive
behavior of the characters in the video to recognize and pre-
dicted human behavior. For example, Tran et al. [5] focused
on the appearance of each character during movie play and
analyzed the characters’ relationships. Some studies have
demonstrated the advantage of the integration of multiple
modalities (vocal, text, and visual expression) in sentiment
analysis [22]–[24]. Vicol et al. [25] released a video dataset
for social situation analysis based on graph. However, these
methods are only focus on rough relations, which are rarely
based on social psychology and sociology to examine the
specific social interaction of people. In addition, they are
based on short or segmented videos. If we can make use
of the complementarity of them, it will help to analyze the
social relationships of people in complex videos.

2.1 Recurrent Neural Networks

Recurrent Neural Network (RNN) is a general term for time
recursive neural networks and structural recursive neural
networks. It has a wide range of applications in Natural
Language Processing (NLP) [15], [17] and video descrip-
tion [26], [27].

Most early methods have been achieved great success
and wide applications in the domain of NLP, such as lan-
guage modeling and generating text [28], machine transla-
tion [29], and speech recognition. These studies have in-
vestigated the sequence feature of words in one sentence to
predict the next word. Later, several advanced RNN models
have been proposed [16]. Specially, Gated Recurrent Unit
(GRU) and LSTM are among the most popular architec-
tures due to their effective solutions to the vanishing gra-
dient problem and power in modeling the dynamics and de-
pendencies in sequential data [2], [15]. For example, Alahi
et al. [2] proposed an LSTM model to learn general human
movement and predict their future trajectories in video.



2570
IEICE TRANS. INF. & SYST., VOL.E102–D, NO.12 DECEMBER 2019

Fig. 2 Illustration of our proposed ASRN social relation recognition framework.

Most of these RNN-based models with temporal struc-
ture were designed for well-segmented sequences which
have been edited to remove noisy or irrelevant information.
In addition, there is no recurrent network for social rela-
tion recognition, to our best knowledge. Therefore, new se-
quence models based on noisy sequences expected in real-
world applications for social relation recognition need to be
proposed.

2.2 Attention Models

Human always concern about visual information of inter-
est when they looking at something. Some researches have
found that visual attention is attracted by the most informa-
tive regions [30], [31]. In deep learning domain, attention
mechanism has been applied to video description [32], im-
age and action classifications [34], [35], and entity disam-
biguation in texts [36] to learn more critical parts of the data.

On the one hand, some attention models based on
CNNs have been proposed in various applications. These
methods achieved more excellent performance than no-
attention models. For example, Yu et al. [33] introduced
Gaze Encoding Attention Network (GEAN), which can
leverage gaze tracking information to provide the spatial and
temporal attention for video captioning. Zhu et al. [35] pro-
posed a spatial regularization net that using attention mech-
anism to learn the more related regions for different labels.
On the other hand, attention mechanism was also used in the
sequence learning model. For example, Pei et al. [22] pro-
posed different attention GRU model, which can learn atten-
tion score of the sequential data. However, in their models,
computation of attention weights is based on each sequence
data without taking into the global video feature considera-
tion. This limitation is mainly due to LSTM’s restriction in
perceiving the global contextual information, which is often
crucial for the global analysis for the social relation. Our
attention model adds global video features when calculat-
ing the weights of sequences, so that we can more precisely
locate relevant segments.

3. Proposed Model

In this section, we first briefly review the ASRN model, as
shown in Fig. 2. This model is introduced from two mod-
ules: multi-feature fusion module based on attention mech-
anism, named MFA, attention mechanism based on global
and local, named GLA. First, in order to build a powerful

Fig. 3 Illustration of the MFA.

mapping function from raw pixels to high-level social rela-
tion traits, multiple features for social relation traits are ex-
tracted, including the deep features from RGB images, opti-
cal flow images, and person’s face and body images. These
features are extracted by different CNNs, and then integrated
by the MFA module. Second, we employ an attention mech-
anism GLA based on global and local features, in which the
input of each time step is the result of the module MFA.
The global feature of the video can be obtained by an im-
proved LSTM network based on shot pooling. Specially, in
GLA module, another LSTM based on attention mechanism
is proposed to lean the temporal characteristics of the social
relations based on global and local features. In this way, re-
lated parts of the video for social relations can be located,
thus more accurate results of social relation recognition will
be obtained by the ASRN model.

3.1 Multi-Feature Fusion Based on Attention Mechanism
(MFA)

Humans communicate with each other using a highly com-
plex structure of multiple signals (e.g. scene, motion, per-
son expression). We observe that these different modalities
have different contributions for the social relation recog-
nition. Specifically, we extend the concept of attention
model to measure the relevance of each observation (time
step) of a sequence. In our model, a multi-feature fusion
method based on attention mechanisms to solve this chal-
lenge, named MFA, as shown in Fig. 3.

Given a video, we extract RGB and optical flow frames
of the video, body and face images for each person. We use
the intermediate filter of the CNNs to obtain the feature rep-
resentation of the frame sequence. These four types of im-
ages are fed into different CNNs, respectively. Accordingly,
we can get deep features of the RGB, optical flow, person’s
body and face images. These feature vectors are denoted
as xr, xo f , xb, and x f , respectively. Instead of a naive av-



LV et al.: ATTENTIVE SEQUENCES RECURRENT NETWORK FOR SOCIAL RELATION RECOGNITION FROM VIDEO
2571

Fig. 4 Overview of the GLA.

eraging of the feature vectors, a soft attention model calcu-
lates weights ci

t for each feature vector at time step t. In this
way, important feature parts can be focused on at every time
step. We employ a sequential softmax layer to obtain a set
of quality scores {c1

t , c
2
t , . . . , c

m
t } that quantify the relevance

{x1
t , x

2
t , . . . , x

m
t }, where m is the number of feature vectors.

Therefore, we can obtain the fusion feature vector yt for the
t time step.

ci
t =

exp(xi
t)∑m

j=1 exp(x j
t )
, (1)

yt =
∑m

i=1
ci

tx
i
t, (2)

Finally, we obtain the input to the LSTM xm via a fully
connected layer after concatenating the input with the previ-
ous outputs:

xm = φ(WY + b) (3)

here, W is the parameter matrix to be learned, Y is the fea-
ture vectors (y1, y2, . . . , yt, . . . yn) of the video sequence, and
n is the length of the time steps. We apply dropout to this
multimodal layer to reduce overfitting.

3.2 Sequence Recurrent Network Based on Global and
Local Attention (GLA)

In order to solve the feature learning problem in unseg-
mented video, a novel attention model is introduced for
automatic learning to recognize social relations based on
global and local features, named GLA. The overview of the
GLA module is shown in Fig. 4.

The GLA module mainly solves the following two
problems. On the one hand, because there are many frame
sequences in one video, attention mechanism is adopted in
order to highlight the task-related clips. On the other hand,
we introduce not only local frame sequence feature but also
global feature of video based on shot pooling in our atten-
tion model. In this way, GLA module can not only be easily
trained by end to end method, but also more accurately rec-
ognize social relations.

(1) Local feature.

We use the multi-feature of relation traits in each frame as
its local feature context, denoted as (xm

1 , x
m
2 , . . . , x

m
t , . . . , x

m
n ).

xm
t is the local feature of the t-th time step, which can be

computed using the formulas (1-3) in MFA module.

(2) Global feature.

The earlier content has been forgotten of long video with
LSTM network, so only taking the last layer of LSTM as
the global feature of the video is inaccurate. Although a
video contains multiple frames, these frames are regularly
distributed in each shot. In our GLA module, the global fea-
ture of video is denoted by computing shot pooling feature
after video segmentation by shots.

First, we use the Boundary Detection LSTM (BD-
LSTM) [27] to segment video into shots, which is described
as the following Eqs. (4)-(6). The input to the t-th BD-
LSTM is xm

t , which is computed by the formulas (1-3) in
the MFA model. Many different LSTM architectures have
been proposed. In our model, we apply the following equa-
tions.

it = σ(Wiyxm
t +Wihht−1 + bi)

ft = σ(Wf yxm
t +Wf hht−1 + b f )

gt = σ(Wgyxm
t +Wghht−1 + bg)

ct = ft � ct−1 + it � gt

ot = φ(Wf yxm
t +Wf hht−1 + b f )

ht = ot � φ(ct).

(4)

We use this memory unit as the basic unit of the first
LSTM network for shot segmentation. The boundary detec-
tor st ∈ {0, 1} is obtained by the following equations:

st = τ(vT
x · (Wsixm

t +Wshht−1 + bs))

τ(x) =

{
1, i fσ(x) > 0.5
0, otherwise,

(5)

where vT
x is learnable row vector and Wsh, bs are learned

weights and biases.
Calculate information inputs to memory cell based on

st:

ht−1 ← ht−1 · (1 − st)

ct−1 ← ct−1 · (1 − st).
(6)

Then, due to the frames in one shot are very similar, the
feature vector of one shot can be described by the average of
all the features it contains using a pooling layer. According
to the Eq. (5), if st = 1 denotes that the current frame is
shot boundary, we take this ht as the current shot feature
Fs

t = ht. So we can obtain the sequence of shot features
(Fs

1,F
s
2, . . . ,F

s
t , . . . ,F

s
n).

At last, the global video feature is defined as

Vg =

S∑
s=1

ωsFs
t , (7)

where ωs is the weight of the s − th shot clip.

(3) Attention model.

Obviously, for a long video, each clip sequence usually cor-
responds to special feature of the social relation. However,
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how to find out which sequence clips better reflects the char-
acter of relations between people. For this purpose, we
adopt attention mechanism to integrate the local feature with
global feature.

Specifically, given a hidden vector ht of a shot feature
from a LSTM block at time step t, and the attention vector
of the whole video Vg, the re-weighted hidden vector h

′
t is

defined by:

At = tanh(wvVg + whht)

at = so f t max(w,At)

h
′
t = htat,

(8)

where wv, wh and w are attention parameters to be learned
during training. By the formulas, ht will be given more
weight if it is more relevant to the attention vector Vg.

Therefore, the final video feature can be denoted as
T∑

t=1
h
′
t .

As for prediction, we calculate the predicted score us-
ing sigmoid function by the following equation:

ŷ = sigmoid(wst(
T∑

t=1

h
′
t) + bst). (9)

The whole network is trained by the cross-entropy loss
with the ground truth labels y,

Floss(y, ŷ) =
∑n

i=1
yi∗ log(ŷi)

+ (1 − yi)∗ log(1 − ŷi),
(10)

where ŷ is the probability of predicted class.

4. Experiments

4.1 Dataset and Methods in Comparison

(1) Dataset.

The dataset used in this paper is collected from movies
and TV dramas, named SRIV [14]. The dataset is available
at https://github.com/happyheart866/SRIV. SRIV is the first
video dataset for social relation recognition from videos, to
our best knowledge. It contains 3,124 videos with multi-
label, about 25 hours, which is collected from 69 TV dramas
and movies. The dataset contains Sub-Relation and Obj-
Relation classes including 16 subclasses, which is shown in
Table 1.

(2) Comparison methods.

In the experiments, we compare the ASRN model with a
few state-of-the-art baselines by conducting extensive ex-
periments on the SRIV dataset:

C3D: A network structure based on 3D convolution
was proposed, which has excellent performance in video
feature extraction [37].

TSN: TSN [38] is a typical two-stream CNN network
which has achieved the state-of-the-art performance on
many video classification datasets.

Table 1 The statistics of the number for each class on SRIV.

Sub-Relation
Dominant Competitive Trusting Warm

770 840 1614 1482
Friendly Attached Inhibited Assured

2221 600 594 810
Obj-Relation

Supervisor Peer Service Parent
627 469 238 321

Mating Sibling Friendly Hostile
600 141 1073 434

Multi-stream: Multiple features representing social
relations were used to improve the recognition perfor-
mance [14].

LSTM: The basic LSTM model [39], which is a popu-
lar technique for sequence modeling with various improved.

ASRN (no GLA): In our ASRN model, without atten-
tion module, we use LSTM network replace the GLA mod-
ule with the multi-feature as input.

ASRN (no MFA): In our ASRN model, we only
employ image feature without the multi-feature attention
(MFA) module.

ASRN: The ASRN model, which fusion of multi-
feature (i.e. image, motion, body, and face) and can be easily
trained by end to end.

4.2 Feature Extraction and Parameter Settings

When training a sequence relation classification model, as
the first step, we need to extract feature vectors that serve
as input to the sequence model. CNNs have shown their
powerful representation learning abilities in various image
classification tasks. In our model, we first extract the video
frames, including RGB and optical flow frames. Then, dif-
ferent CNNs are used to extract multiple kinds of video fea-
tures. For RGB feature, we use Resnet101 (trained on the
ImageNet dataset) to extract frame features, with results in
2048 features. For motion feature, the TSN network (trained
on the SRIV dataset) is used. We employ a fixed length fea-
ture vector every 5 pair optical flow frames, which encodes
motion features computed around the middle of the window.
In our experiment, we use Faster-CNN to detect the bodies
and faces of persons appeared in the video frames. In addi-
tion, we choose the body or face that occupying the larger
proportion of the current image to extract deep features. For
body feature, we use VGG19 (trained on the Market101 per-
son re-id dataset) to extract body feature of person appear-
ing in each frame. For face feature, we use Deepid (trained
on the YouTube face dataset) to extract deep face feature of
person, with results in 260 dimensions feature.

Our experiment environment is comprised of a Intel(R)
Xeon(R) CPU E5-2620 v4 @ 2.10GHz processors running
at 2.10GHz with two TITAN X (Pascal) GPUs, and the sys-
tem is Ubuntu 16.04. Our model is trained in an end to end
fashion with Stochastic Gradient Descent (SGD) as the op-
timizer. In our experiment, the batch size of temporal net-
works is set to 32, the basic learning rate is set to 0.01 and
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Table 2 Performance of different methods on Sub-Relation classes.

Methods F1 mi F1 ma Acc S ubacc

C3D [37] 0.3958 0.3018 0.5568 0.1451
TSN [38] 0.6034 0.4894 0.5412 0.3045
Multi-Stream [14] 0.7019 0.6383 0.6136 0.5291
LSTM [39] 0.4714 0.4193 0.6547 0.3792
ASRN(no GLA) 0.6754 0.5613 0.5862 0.4045
ASRN(no MFA) 0.7258 0.6351 0.6528 0.4627
ASRN 0.7353 0.6812 0.6722 0.5392

Table 3 Performance of different methods on Obj-Relation classes.

Methods F1 mi F1 ma Acc S ubacc

C3D [37] 0.4383 0.3886 0.0557 0.0347
TSN [38] 0.7142 0.6142 0.7089 0.3482
Multi-Stream [14] 0.8119 0.6683 0.7436 0.5213
LSTM [39] 0.6780 0.5776 0.6667 0.2797
ASRN(no GLA) 0.7358 0.6188 0.7286 0.4124
ASRN(no MFA) 0.7858 0.6351 0.7412 0.4641
ASRN 0.8141 0.6766 0.7692 0.5259

decreased to its 0.01 every one epoch. The max epoch is
200. In order to reduce overfitting, we apply dropout with
probability 0.7 before the final fully connected layer. Owing
to not every frame has facial and body features, we choose a
sliding window with three frames and select the frame that
all four features existing to form the video sequence.

4.3 Result and Discussion

In this section, the performance of our method is evaluated
from three viewpoints. First, we evaluate the performance
of our method by comparing it with other baseline meth-
ods. Next, we compare the results of our method on differ-
ent classes. Finally, we verify the impact of multi-feature on
recognition results by comparing single feature. According
to the above three viewpoints, the superiority of our method
can be verified. For performance evaluation, we use the
F1 mi, F1 ma, Acc, and S ubacc [14].

Table 2 and 3 show the comparison results of our model
with evaluation. Our ASRN achieves the best performance.
This is because MFA and GLA modules can provide more
hints information for social relation analysis. Thus power-
ful representation with multi-feature and attention for key
sequences of the video can be obtained. The performance
of the C3D method is pretty poor, which indicates that the
whole feature of the video cannot carefully represent the de-
tail characteristics of social relations between persons. In
addition, compared with the best counterpart (i.e. Multi-
stream) which takes three kinds of the whole video fea-
tures without learning the sequence feature based on shot,
our method has 3.44% improvement on accuracy. Specially,
ASRN (no MFA) is out performed by ASRN. This indicates
that the fusion of multiple features is crucial in understand-
ing social relations. At last, we notice that the ASRN (no
GLA) baseline under-performs compared to ASRN. This
supports the importance of the GLA attention module.

Figure 5 shows the recognition performance of the six-
teenth relations with our ASRN method. We can see that

Fig. 5 Social relation prediction performance of each classes.

the ASRN method has the best performance on almost all
classes, which shows that ASRN has well generalization
ability to classify relations more accurately. However, there
are a few classes that are not the best performance with
ASRN model. For example, the performance in term of ac-
curacy on classes of “competitive” and “sibling” are lower
than Multi-stream method. This explains that these classes
do not have fine sequence features. Specially, the predic-
tions of “friendly” class are significantly better than other
classes. The reason is that “friendly” class has more train-
ing samples than others.

In order to verify our multi-feature fusion module
MFA, we compare different features which are shown in
Fig. 6. Form the comparison, we can find that the ASRN
model using MFA can significantly improve the recognition
performance on most classes. It demonstrates that the fu-
sion of different information of video is definitely various
useful for relation recognition. From the Fig. 6, we can see
that the values of the classification accuracy obtained by dif-
ferent feature on ASRN model vary widely. As an example,
the accuracy of body feature is very poor on the class “domi-
nant”, conversely very high on the class “warm”. It suggests
that different features may express the features of relation-
ship between characters from different perspectives. There-
fore, our ASRN model with multi-feature based on atten-
tion mechanics can better describe the character of the rela-
tions and scenes in the video, such as “inhibited”, “friendly”
and so on. However, some classes have not high accuracy
enhancement with integration, because it is visually subtle
compared to other relation classes, such as “peer”. In some
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Fig. 6 The performance of accuracy and F1 curves of different features.

Fig. 7 Visualization of attention weights. The images are the keyframe of each shot. In the color bar,
the light color denotes high weights while dark color denotes low weights.

classes, such as “Parent” and “Mating”, the image feature
can achieve the best performance on F1. It suggests that the
image feature can better recognize the “Parent” and “Mat-
ing” classes than multi-feature.

We show the attention mechanism results of our ASRN
model on some examples in Fig. 7. These examples for tem-
poral attention weights are visualized using thermodynamic
diagram below the sample video frames. The color is from
dark to light, the weight value is from small to large. We
select five frames visualization from video frame sequence
using the black arrows. Form the Fig. 7, we can see the
last frame image of the first example has higher attention
weight for the label “Mating”. The reason may be that the
intimate hug action feature can better reflect the characteris-
tic of “Mating” relation. In the below example, the second
and last images have higher weights for the relation “Sib-

ling”. This phenomenon may be because the face and body
features play more important role, which can describe the
visual feature of children, parents, etc. These phenomena
indicate that our model can focus on key frames relating to
the social relation recognition.

In our experiment environment, the training time for
Sub-Relation and Obj-Relation is 2,735 and 2,345 seconds,
respectively. Meanwhile, the testing time for them is 26 and
19 seconds respectively. The loss curves for ASRN model
are shown in Fig. 8. Form the Fig. 8, we can see the ASRN
model has good convergence. In addition, the performance
of the ASRN model is analyzed when batch size and itera-
tion parameters change, which is shown in Table 4. We can
see that the ASRN model has the best performance when
the batch size is set to 32 and the iteration is set to 200. At
the top of the table shows the accuracy with different batch
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Fig. 8 The loss curves for training.

Table 4 Performance of different parameters.

Batch size 4 16 32 64
Accuracy 0.3142 0.4512 0.7692 0.5547
Iteration 50 100 200 500
Accuracy 0.4524 0.5147 0.7692 0.6836

size when epoch is set to 200. At the bottom of the Table, it
shows the accuracy performance of the ASRN model with
different iteration when batch size is set to 32.

5. Conclusion

In this paper, we propose the Attention-based Sequences Re-
current Network (ASRN) model for social relation recogni-
tion from video. Specially, the Multiple Feature Attention
(MFA) module integrates multi-feature of video frame based
on attention model. In this way, a powerful mapping func-
tion from raw pixels to high-level social relation traits can
be built. More importantly, taking the advantage of atten-
tion mechanism, we develop a sequence recurrent network
based on Global and Local Attention (GLA) module for se-
lective attention on key sequences of video for social rela-
tion recognition. Compared with other attention methods
based on LSTM, our GLA module can selectively focus on
more important sequences at different time while keeping
global video information through integrating local sequence
features with global features via attention mechanism. Con-
sequently, our ASRN model generates more relevant and
coherent clip sequences which can describe the context of
social relation. In the experiments, our model achieves the
state-of-the-art performance for social relation recognition
from video.
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