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Non-Blind Speech Watermarking Method Based on
Spread-Spectrum Using Linear Prediction Residue
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SUMMARY  We propose a method of non-blind speech watermarking
based on direct spread spectrum (DSS) using a linear prediction scheme to
solve sound distortion due to spread spectrum. Results of evaluation sim-
ulations revealed that the proposed method had much lower sound-quality
distortion than the DSS method while having almost the same bit error ra-
tios (BERs) against various attacks as the DSS method.
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1. Introduction

The rapid development of advanced information commu-
nication technology (ICT) has positively impacted digital
speech processing. However, misuse of ICT causes prob-
lems, such as speech tampering and speech spoofing in dig-
ital speech communication. Therefore, audio information
hiding (AIH) techniques have recently been focused on as
state-of-the-art techniques enabling secure and safety com-
munication [1], [2]. To protect digital audio content, AIH
techniques aim at embedding codes as watermarks, which
are inaudible and inseparable by users, and at robustly de-
tecting embedded codes from watermarked signals against
any kind of processing and various attacks. Therefore, AIH
techniques generally must satisfy two important require-
ments: inaudibility and robustness.

The direct spread spectrum (DSS) method is a robust
AIH method [3]. It spreads the message signal by a pseudo-
random noise (PN) signal and adds it to the host signal. This
method can robustly detect the embedded messages from the
watermarked signal against various signal processing. How-
ever, the principle of the DSS method has a critical problem:
spreading of the spectrum reduces the sound quality of the
watermarked signal without adequately controlling spread-
ing level under masking conditions [2], [3].

This paper proposes a non-blind speech watermarking
method that can satisfy inaudibility and robustness simulta-
neously. A linear prediction (LP) scheme for speech analy-
sis and synthesis is used in the proposed method. On the ba-
sis of the principle of the DSS method, the proposed method
spectrally spreads a message by using LP residue and em-
beds the spread spectrum of the message into the host signal.
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The use of LP residue is a novel idea to solve the above is-
sue.

2. Direct Spread Spectrum Method

In the DSS method, it is assumed that the frame-based pro-
cessing is used to synchronized the message m(n). The
watermark signal m(n)c(n) is generated by spread-spectrum
modulating the m(n) with the PN signal c(n). A water-
marked signal y(n) is generated by adding the m(n)c(n) to
the host signal x(n) as follows.

y(n) = x(n) + am(n)c(n), (D

where a is a correction parameter for adjusting the embed-
ding strength level of the watermark signal.

The m(n) can be detected in each frame by using the
following equation.

_ ] 0, Efy(n)c(n)} <0,
m(n)_{ 1, E{y(n)c(n)} > 0, )

where E{-} is the expected value of “”. Since x(n), y(n),
and c(n) are assumed to be ergodicity, E{-} can be regarded
as the temporal average of ““”. In addition, note that the
PN signal has properties of E{c(n)} = 0 and E{c*(n)} = 1.
Hence, a mean of multiplying the watermarked signal y(n)
with the same PN signal c(n), E{y(n)c(n)}, can be used to
extract message “0” or “1” from y(n) by a sign or negative
of them, as follows.

E{y(n)c(n)} = E{[x(n) + am(n)c(n)]c(n)}
= E{x(n)c(n)} + E{am(n)c*(n)}
= am(n). 3)

Since x(n) and c(n) are mutually independent, it was found
that the first term in Eq.(3) becomes O and the second
term in Eq. (3) becomes E{am(n)c*(n)} = am(n) in which
E{c*(n)} = 1. From these results, m(n) can be correctly de-
tected by using Eq. (3).

Figure 1 shows the block diagram of the DSS method.
Embedding and detection processes in the DSS method are
shown in Figs. 1 (a) and 1 (b). In Fig. 1 (a), the x(n) is seg-
mented out N-frames by framing with the rectangular win-
dow function, where N is the payload in bps. Then m(n) is
watermarked by spectral-spreading with c(n) with the em-
bedding strength level a. In Fig. 1 (b), the y(n) is also seg-
mented out to N-frames by the same framing processing.
The fast Fourier transform (FFT) is used to detect the sign of
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Fig.1 Block diagram of DSS method: (a) embedding and (b) detection.
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Fig.2  Example of speech watermarking by DSS method: (a) host signal,
(b) amplitude spectrum of host signal, (c) message, (d) amplitude spectrum
of message, (e) PN signal, (f) amplitude spectrum of PN signal, (g) water-
marked signal, and (h) amplitude spectrum of watermarked signal.

E{y(n)c(n)} in each frame and then m(n) is calculated from
the sign by using Eqgs. (2) and (3).

Figure 2 shows examples of speech watermarking by
using the DSS method. Figure 2 (a) shows the host sig-
nal (one of speech signals in the ATR database (B set) [5])
where the watermark signal will be embedded. The wa-
termark signal is obtained by multiplying the message of
“0010” in Fig.2(c) and the PN signal in Fig.2 (e). In this
method, frame-based processing is used to segment out N-
frames. The sampling frequency is 16 kHz and the payload
is 16 bps. Thus, the frame length is 1000 samples (62.5
ms) and there are the four frames in Fig. 2 (c). The water-
marked signal in Fig. 2 (g) is obtained by adding the water-
mark signal addition into the host signal x(n). In this case,
the embedding strength level is —35 dB so that parameter a
is 1073310 The right panels in Fig.2 show the respective
amplitude spectra of the signals at the left panels.

The PN signal has a white spectrum as shown in
Fig. 2 (f), so the watermarked signal y(n) has been spread
over a wide band as shown in Fig. 2 (h). Since this feature
distorts the y(n), the DSS method has a problem of inaudi-
bility due to the spread spectrum.
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Fig.3  Block diagram of proposed method: (a) embedding and
(b) detection.

3. Proposed Method

Linear predictive coding (LPC) is the most basic speech
coding method using linear prediction (LP). LPC provides
an LP coefficient corresponding to the spectral envelope and
an LP residue corresponding to the sound source of the
speech signal. LP residue has properties of E{c(n)} = 0
and E{c*(n)} = 1. By using these properties, a DSS method
with the LP residue was examined to propose a speech wa-
termarking method.

In the proposed method, the message m(n) is spec-
trally spread by the LP residue r(n) instead of the PN sig-
nal c(n), because the LP residue has similar properties to the
PN signal. Figure 3 shows a block diagram of the proposed
method. Embedding and detection processes are shown in
Figs. 3 (a) and 3 (b).

Embedding process: In Fig.3(a), the x(n) is seg-
mented out to N-frames by framing with the rectangular
window function, where N is the payload in bps. In each
frame, the watermark signal m(n)r(n) is obtained by multi-
plying the m(n) with the LP residue r(n) which is the spread
signal by the m(n). The watermarked signal y(n) is ob-
tained by adding the m(n)r(n) into the host signal x(n) in
each frame.

Detection process: In Fig.3 (b), the y(n) is also seg-
mented out to N-segments by the same frame processing.
Detection properties in the proposed method are the same
as those in the DSS method as explained in Egs. (2) and (3).
Thus, FFT is used to detect the sign of E{y(n)r(n)} in each
frame and then the message m(n) can be obtained by the
following equation.

_J 0, Ely(mr(m} <0,
m(r) ‘{ 1, E{y(n)r(n)} > 0. @)

Figure 4 shows examples of speech watermarking us-
ing by the proposed method. Figure 4 (a) shows the host
signal as the same as Fig. 2 (a) where the watermark signal
will embed. The watermark signal is obtained by multiply-
ing the message of “0010” in Fig. 4 (c) with the LP residue
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Fig.4 Example of speech watermarking by proposed method: (a) host
signal, (b) amplitude spectrum of host signal, (c) message, (d) amplitude
spectrum of message, (e) LP residue, (f) amplitude spectrum of LP residue,
(g) watermarked signal, and (h) amplitude spectrum of watermarked signal.

in Fig.4 (e). In this method, frame-based LP analysis was
used to segment out N-frames and then derive LP residue in
each frame where LP order is 12. The sampling frequency
is 16 kHz and the payload is 16. Thus, the frame length
is 1000 samples (62.5 ms) and there are the four frames in
Fig.4 (c). The watermarked signal in Fig.4 (g) is obtained
by adding the watermark signal m(n)r(n) into the host sig-
nal x(n) in each frame. In this case, the embedding strength
level is —35 dB so that parameter a is 10731, The right
panels in Fig. 4 show the respective amplitude spectra of the
signals at the left panels.

The LP residue was used to spread the message in the
host signal. The LP residue has a similar spectral shape to
the host signal as shown in Fig.4 (f), so the message was
spectrally spread into a similar spectrum to the host signal.
Therefore, the sound distortion due to the spread spectrum
will be resolved by using the DSS with LP residue. In addi-
tion, since an advantage of the proposed method is that it has
the same properties as DSS, the proposed method will have
the same high robustness for speech watermarking as DSS
while having inaudibility by using DSS with LP residue.

In the proposed method, parameter a can be used to
control the embedding strength for speech watermarking in
Eq. (1). AIH techniques generally have a trade-off between
inaudibility and robustness. Thus, the embedding strength
should be controlled by using parameter a to satisfy in-
audibility and robustness simultaneously. In the proposed
method, parameter a is determined by minimizing sound
quality distortion (SQD) and the bit error rate (BER) simul-
taneously.

The embedding strength level, L,;, was derived by

L, = Lpus — Lpws + Lgst, )

where Lpys is the power level of the host signal, Lpws is the
power level of the watermark signal, and Lgg; is the embed-
ding strength level in dB. Parameter a can be determined as
a = 10%/20. Thus, L, was determined by minimizing sound
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Fig.5 Relationship between strength setting level Lgsy,, (a) LSD,
(b) PESQ, and (c) BER.

distortion and BER under various Lgs;. conditions from —20
to 20 dB with 5-dB steps.

The BER and SQD tests were carried out to deter-
mine the optimal Lggp. All 12 speech signals in the ATR
database (B set) [5] were used in these tests. In the BER
tests, BER of 10% was set as the criterion. In the SQD
tests, log-spectrum distortion (LSD) was used as an ob-
jective measure [8]. Moreover, perceptual evaluation of
speech quality (PESQ) was also used to objectively evaluate
sound quality by outputting the objective difference grades
(ODGs) [7], [8]. The ODGs were graded on a five-point
scale as 0 (imperceptible), —1 (perceptible), —2 (slightly an-
noying), —3 (annoying), and —4 (very annoying). In these
tests, LSD of 1 dB or less and PESQ of —1 ODG or higher
were used as criteria for sound distortion.

Figure 5 shows evaluation results for BER and SQD
(LSD and PESQ). The results show that the BER decreases
as Lgsy, increases and distortions increase as Lgsy increases.
The Lgsy, was determined to be —10 dB when the payload
was 4 bps. At this time, the mean L, was —20.6 dB. When
the payload was 8 bps, there was no optimal L,;. Thus, the
Lss1, was determined to be 0 dB, in which BER < 10%, LSD
< 1 dB, and PESQ > -2 ODGs, in this payload. Hence, the
mean L, was —14.0 dB.

4. Evaluation

Two kinds of evaluations were carried out to investigate
whether or not the proposed method can meet the require-
ments of inaudibility and robustness in comparison with the
DSS method. The same speech signals in Fig.5[5] were
used in these evaluations. Only the utterance sections in 12
speech signals were used as the stimulus. The sampling fre-
quency is 16 kHz and the quantization of 16-bits.

The inaudibility was evaluated by using SQD (LSD
and PESQ) of the watermarked signal. Robustness was
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Fig.6  Evaluation results: (a) LSD, (b) PESQ, and (c) BER (Normal,
down-sampling (16 to 8 kHz), WGN (SNR 36 dB), re-quantization (16 to
8 bits), and speech coding (G.711, G.726, and G.729)).

evaluated by using BERs against various attacks such as
down-sampling (16 to 8 kHz), addition of white Gaussian
noise (WGN, signal-to-noise ratio (SNR) of 36 dB), re-
quantization (RQZ, 16 bit quantization to 8 bit quantiza-
tion), and speech coding (G.711, G.726, and G.729).

The payloads in these evaluations were 4, 8, 16, 32, and
64 bps. Messages were random bit streams. No error correc-
tion schemes were used in the previous (DSS) or proposed
methods.

Figure 6(a) shows the averaged LSD for the water-
marked signals. The dotted line indicates the evaluation cri-
teria (1 dB or lower). Under various payload conditions, the
LSDs for the proposed method were under 1 dB, whereas
the LSDs in the DSS method were at or above 3 dB. The
proposed method thus improved LSD by over 2 dB com-
pared with the DSS method.

Figure 6 (b) shows the averaged ODGs of the PESQ
for the watermarked signals. The dotted line indicates the
evaluation criteria (—1 ODG or higher). The PESQs in the
proposed method exceeded —1 ODG under 4 to 8 bps con-
ditions, whereas the LSDs in the DSS method was always
about —4 ODG. The proposed method thus improved PESQ
by about 3 ODGs compared with the DSS method.

Figure 6(c) shows the BERs of the watermarked sig-
nals against various attacks. The dotted line indicates the
evaluation criteria (10% or lower). The proposed method
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was robust against some attacks except those with G.726
and G.729. The proposed method has similar robustness to
the DSS method.

5. Conclusions

This paper proposed a robust speech watermarking method
based on direct spectrum spreading (DSS) with linear pre-
diction (LP) residue to solve DSS’s problem in terms of in-
audibility. Two kinds of evaluations were carried out to in-
vestigate whether or not the proposed method can satisfy
the two requirements of inaudibility and robustness in com-
parison with the DSS method. The evaluations verified that
the proposed method can embed watermarks with low sound
quality distortion. Moreover, the proposed method has sim-
ilar robustness to the DSS method. These results show that
the proposed method can satisfy the two important require-
ments for audio information hiding (AIH) techniques: in-
audibility and robustness. Therefore, the proposed method
can be regarded as an inaudible and robust speech water-
marking. However, problems of the frame synchronization
and blind detection remain to be solved in future work.
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