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A Hybrid Approach for Paper Recommendation
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SUMMARY Paper recommendation has become an increasingly im-
portant yet challenging task due to the rapidly expanding volume and scope
of publications in the broad research community. Due to the lack of user
profiles in public digital libraries, most existing methods for paper recom-
mendation are through paper similarity measurements based on citations or
contents, and still suffer from various performance issues. In this paper, we
construct a graphical form of citation relations to identify relevant papers
and design a hybrid recommendation model that combines both citation-
and content-based approaches to measure paper similarities. Considering
that citations at different locations in one article are likely of different sig-
nificance, we define a concept of citation similarity with varying weights
according to the sections of citations. We evaluate the performance of our
recommendation method using Spearman correlation on real publication
data from public digital libraries such as CiteSeer and Wanfang. Extensive
experimental results show that the proposed hybrid method exhibits bet-
ter performance than state-of-the-art techniques, and achieves 40% higher
recommendation accuracy in average in comparison with citation-based ap-
proaches.
key words: paper recommendation, citation graph, hybrid model

1. Introduction

Literature review is a critical, indispensable task in research
conduct in many scientific fields where researchers need to
search for relevant publications to understand the state of the
arts and spark inspirations for further research. This task has
become increasingly challenging due to the rapidly expand-
ing volume and scope of publications in the large literature
accumulated over many years. The lack of user profiles in
commonly used digital libraries has exacerbated the prob-
lem.

Paper recommendation is mainly based on the infor-
mation typically contained in an academic paper, including
authors, abstract, keywords, citations, and so on. Citation-
based recommendation, which is among the most widely
used, exploits the citation information, for example, by em-
ploying collaborative filtering (CF) to establish a rating ma-
trix with direct citation relations [1], [2]. However, CF-
based methods may suffer from the problems of cold start
and sparse data especially in the presence of big data [3].
Also, some studies utilize one’s published work to consti-
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tute the latent interests of a researcher [4]. Citation anal-
ysis is another important application of citation relations,
which are categorized into direct citation, bibliographic cou-
pling, and co-citation [5]. Particularly, the last two rela-
tions indicate a high degree of logical correlation and have
demonstrated promising performance in paper recommen-
dation [6]. Citation network, which depicts citation rela-
tions, is also considered in some efforts [7].

In this paper, we construct a graphical form of citation
relations that incorporates various types of the aforemen-
tioned citation relations. This citation graph is similar to
citation network but with weighted edges and limited step
lengths. Furthermore, considering that a single type of in-
formation presents only a partial aspect of a paper, we de-
sign a hybrid model to measure the similarity between pa-
pers by combining citation- and content-based approaches.
Traditional citation-based methods typically use a binary la-
bel to indicate whether or not there is a citation relation be-
tween two papers. However, citations at different locations
in one article are likely of different significance. According
to the study in [8], the citations in the section of Method-
ology are generally more important than those in the sec-
tion of Related Work. Therefore, we take the position of
citations into consideration and define a concept of citation
similarity with varying weights according to the sections
of citations in the hybrid model. For performance evalua-
tion, we test the proposed recommendation method on the
dataset crawled from public digital libraries such as Cite-
Seer [9] and Wanfang [10], and compute Spearman correla-
tion coefficient against the benchmark ranking generated by
JensenShannon Divergence (JSD) [11]. We adopt Spearman
correlation due to its capability of minimizing the impact of
subjective assessment on numerical ratings. Extensive ex-
perimental results show that the proposed hybrid method
exhibits superior performance and achieves better perfor-
mance than state-of-the-art techniques.

The contributions of our work are summarized as fol-
lows:

• We construct a graphical form of citation relations be-
tween papers, which incorporates the relations of direct
citation and indirect citation, to identify a collection of
candidate relevant papers.
• We define a new concept of citation similarity with

varying weights according to the location of citations,
and design a hybrid model that combines citation- and
content-based approaches to measure paper similarity.
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• The proposed hybrid method achieves higher recom-
mendation accuracy in average than state-of-the-art
methods on real datasets from public digital libraries in
terms of Spearman correlation against the benchmark
ranking generated by JSD.

The rest of this paper is organized as follows: Sect. 2
conducts a survey of related work for paper recommenda-
tion. Section 3 details the design of our hybrid method. Sec-
tion 4 carries out comparative experiments for performance
evaluation. Section 5 concludes our work and sketches a
plan for future research.

2. Related Work

We conduct a brief survey of various techniques in four cat-
egories for paper recommendation in the literature.

2.1 Citation-Based Approaches

Citation is an important and valuable piece of information
in an academic paper, and has been exploited by many re-
searchers for paper recommendation. Some studies applied
collaborative filtering to paper recommendation, where both
users and items in the rating matrix are research papers,
and rating scores are of a binary type (either cited or
not) [1], [12]. Tanner et al. took one step further to count
the number of times, for which the paper cites the same ref-
erence, as the weight of citation [13]. Hu et al. capture au-
thors’ citation relationship using author’s dual role citation
relationship to obtain papers that relevant to authors [14].

Citation analysis is also a widely used technique to
search for relevant papers. Bibliographic coupling is a cita-
tion analysis approach to identify papers that cite the same
reference as a given paper [6], [15], and co-citation analysis
takes an opposite approach to identify papers cited by the
same paper [16]. Gipp and Beel et al. proposed the CPA
approach, which is based on co-citation analysis to assist
researchers in finding related work more precisely [17]. In
recent years, more work has been done based on citation
relations. For example, Khan et al. exploited the citation
part based on bibliographic coupling and co-citation analy-
sis [18], [19].

2.2 Content-Based Approaches

Academic papers are mainly comprised of texts and many
research efforts have been made based on contents, for ex-
ample, by extracting keywords and abstracts from papers to
measure the relevance of papers. As such, content-based
approaches are rooted in information retrieval, and TFIDF,
which is one of the most popular methods in information
retrieval, is also widely used for content-based recommen-
dation [20].

However, due to the difficulty for accurate PDF extrac-
tion and the limitation of text processing methods, content-
based approaches have met with limited success. In addition

to TFIDF, among commonly used methods for text similar-
ity measurement are Cosine similarity, Jaccard distance, and
a few others. Choi et al. use deep neural networks to train
the feature vectors built by title and abstract for patent cita-
tion recommendation [21]. Another study proposes a novel
embedding-based neural network model for citation recom-
mendation that captures the relatedness and importance of
words in the context [22]. The study of Ali et al. reviews
the application of deep learning in the domain of citation
recommendation [23]. With the advance in text processing
technologies in machine learning, content-based approaches
are expected to yield better performance.

2.3 Graph-Based Approaches

Graph-based approaches build graphs to represent rela-
tions among citations, keywords, topics, and information
of authors or users for paper recommendation. Citation
network is one widely used graph-based approach estab-
lished by citation relations to references. Tanner et al.
computed the relevance of citations based on AAN cita-
tion network [13], [24]. Pan et al. constructed a hetero-
geneous graph using the connection between citations and
key-terms [25], combining citation- and content-based in-
formation. Unlike existing works which transfer the het-
erogeneous graphs into simple subgraphs or homogeneous
graph, Ma et al. directly learn the embeddings of all types of
nodes from the original heterogeneous graph [26]. Huang et
al. proposed a two-layer graph of book layer and customer
layer with links of purchase between two layers for book
recommendation [27]. Amami et al. built researcher pro-
files based on topics of interest, and constructed researcher
graphs to recommend papers based on a researcher-paper
rating matrix [28]. However, the profiling-based method has
a performance limitation due to the scarcity of user infor-
mation and the diversity of work conducted by the same re-
searcher.

2.4 Hybrid Approaches

Many existing approaches including CF-based, content-
based, and social networks have been widely used for pa-
per recommendation. However, with the increasing num-
ber of academic papers, the rating matrix based on CF has
various issues such as data sparsity and cold start; content-
based approaches critically rely on the technique of text ex-
traction, and lack diversity in recommendation due to the
sole use of text similarity; social networks require a wide
variety of user information, which is not readily available
in most digital libraries. The obvious advantage of hy-
brid approach is that it can use the combination of dif-
ferent recommendation techniques and more information
from many sources [29]. Therefore, hybrid approaches have
emerged as a trend for performance improvement. Several
studies investigated hybrid models combining citation- and
content-based approaches for paper recommendation [30]–
[32], which exhibit better performance than traditional ap-
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proaches based on a single type of information. A combina-
tion of traditional approaches with machine learning or deep
learning also yields good performance [33], [34]. [35] uses
the Microsoft Academic Graph (MAG), titles, and abstracts
of research papers to build a recommendation list for all
documents, which combines co-citation and content based
approaches. Wang rt al. recommend citations in heteroge-
neous academic information networks, and creates the paper
rating matrix based on attributed citation network represen-
tation learning to address the challenge of insufficient paper
rating matrix [36].

Such hybrid models are built upon an ensemble of mul-
tiple approaches to make up for the shortcomings of a single
approach, and consider a comprehensive set of paper fea-
tures to provide more accurate recommendation. Our work
also adopts a hybrid model that constructs a weighted graph-
ical form of section-aware citation relations and employs a
combination of citation- and content-based approaches for
paper recommendation.

3. A New Hybrid Approach Based on Citation, Con-
tent, and Graphical Representation

This section details our hybrid model based on citation, con-
tent, and graphical representation, whose framework is illus-
trated in Fig. 1. We first identify candidate papers through a
graph of weighted citation network, then measure the rele-
vance between two papers as the weight of their edge con-
sidering the position of citations and keyphrases, and fi-
nally generate a list of ranked candidate papers based on
the weighted graph.

3.1 Citation Analysis

Citation relation includes direct citation and indirect cita-
tion. Many recent studies are focused on indirect citation re-
lations such as bibliographic coupling and co-citation, with-
out considering relevant papers among direct citations. In
most cases, some cited references are of high relevance to
the citing paper, but others may be not. Although most dig-
ital libraries provide a complete list of references, it is not

Fig. 1 Framework of a new hybrid model for paper recommendation.

straightforward for readers to sift out relevant references.
Therefore, we build a citation graph similar to a citation net-
work to identify candidate papers.

3.1.1 Data Collection through Crawling

We collect data from CiteSeer, which is a public digital li-
brary that provides free access to a large database of pub-
lications and various paper-related information, through a
three-step process to crawl: i) Information of the target pa-
per. We crawl various data items ranging from the title,
authors, keyphrases, to links of citations (including papers
cited by and citing the target paper). ii) Information of di-
rect citations. We crawl the information of citations resulted
from Step i) through the links of citations. iii) Information
of indirect citations. We repeat the crawling for data items
with links acquired by the previous step. A citation graph
is then constructed using the target paper and all citations in
the collected dataset. The rest of the information is used at
a later stage for computing similarity.

3.1.2 Citation Graph

Figure 2 illustrates the structure of an example graph of ci-
tations, where each node represents a paper and the link be-
tween two nodes represents a citation relation. An edge inci-
dent from a node is associated with +1 denoting the relation
of citing, while an edge incident to a node is associated with
−1 denoting the relation of cited-by. Taking the target node
A in Fig. 2 as example, the edge from A has +1, while the
edge to A has −1. Starting from A, we can reach node B
through the edge of +1.

3.1.3 Candidate Papers

We take two steps to acquire a collection of candidate pa-
pers from citation graph: i) The nodes of direct citations
are reached through the traversal of one edge. In Fig. 2,
from the target paper A, the traversal of one edge of +1
and −1 reaches two direct neighbor nodes B and C, respec-
tively. ii) The nodes of indirect citations are reached by
the traversal of two consecutive edges of (+1,+1), (+1,−1),
(−1,−1) or (−1,+1), where (+1,−1) finds the node of bib-
liographic coupling, (−1,+1) finds the node of co-citation,
and (+1,+1) and (−1,−1) may help find more potentially
relevant papers. In Fig. 2, from node A, traversing (+1,+1),

Fig. 2 An example citation graph.
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(+1,−1), (−1,−1) and (−1,+1) reaches indirect neighbors
D, E, F and G, respectively. Combining both direct and
indirect citations, we obtain a set of candidate papers con-
sisting of B, C, D, E, F and G for the target paper A.

To obtain more candidate papers, we can collect pa-
pers by traversing more edges. As described above, since
the traversal of one edge is +1 or −1, the traversal of two
edges has 22 = 4 different ways, which are the combination
of two edges traversals: (±1,±1). Similarly, there are 23 = 8
different traversals to collect more indirect citations through
three edges: (±1,±1,±1), each edge has two choices to tra-
verse. Hence, the traversal of k edges has 2k different ways:
(±1,±1,±1, · · ·︸������������︷︷������������︸

k

).

We denote the collection of n candidate recom-
mended papers as RP(t) = {(r1, sim1, p1), (r2, sim2, p2), . . . ,
(rn, simn, pn)}, where t is the target paper, for which we rec-
ommend papers, ri is a relevant paper among the candidates,
simi is the similarity measurement between t and ri, and pi

is the path from t to ri, whose length is calculated as the sum
of component edges. For example, in Fig. 2, the path from
A to D is (+1,+1), and the sum of edges is +2. Therefore,
the collection of candidate recommended papers for A is de-
noted as RP(A) = {(B, 0,+1), (C, 0,−1), (D, 0,+2), (E, 0, 0),
(F, 0,−2), (G, 0, 0)}, where the weight of each edge is ini-
tialized to be 0 for now.

Based on the collection of candidate papers obtained
through edge traversal in the citation graph, we propose a
hybrid model that combines citation- and content-based ap-
proaches to compute the similarity between each candidate
paper and the target paper. The hybrid similarity is mea-
sured as the sum of section-aware citation similarity and
content similarity.

3.2 Section-Aware Citation Similarity

We consider assigning a section weight to reflect the rel-
evance of a citation at a specific location (section) in the
paper, which is also set as the weight of the citation edge.
We compute the citation similarity of each candidate paper
through the weighted edge in the citation graph, as detailed
below.

3.2.1 Section Extraction

We extract the sections in the PDF documents downloaded
from public libraries such as CiteSeer through the use of
PDFx that converts PDF to XML format [37]. XML docu-
ments have the section element with the tag “section” and
the citation element. Sections where citations are located
can be fetched through these elements, as illustrated in
Fig. 3.

However, according to our study, only about 60% of
PDFs can be converted into the standard XML format.
Therefore, we also use another approach of regular match-
ing to extract sections and citations directly from PDFs that
cannot be converted correctly. Despite the limitation of PDF

Fig. 3 Convert PDF to XML format to extract sections of citations.

Fig. 4 Determine the section of citation.

Table 1 Section mapping relationship.

Generic sections Mapped sections

Introduction Introduction \ Overview

Related Work Related Work \ Background

Methodology (other sections)

Result Result \ Experiment \ Evaluation

Conclusion Conclusion \ Future Work \ Discussion

processing techniques and the inaccuracy of regular match-
ing, we believe that this approach is viable because the ex-
tracted results of section names such as introduction and re-
lated work are consistent in most papers. The technical sec-
tion typically has different names, which are handled sepa-
rately later.

For illustration, Fig. 4 plots the sequence numbers of
references in the citing paper, which are crawled directly
from CiteSeer, and the corresponding extraction results in-
cluding all reference numbers and sections where the refer-
ences are cited. The section of citation can be obtained by
combining these two lists of reference numbers.

3.2.2 Section Mapping

We map the extracted sections into a generic list of sections
based on the section names. According to the study in [38],
most academic papers contain certain sections shown in Ta-
ble 1 as “generic sections”. Hence, we map the extracted
sections to five generic sections using the mapping relation-
ship in Table 1.
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Table 2 Section weight values.

generic sections weight

Introduction 2

Related Work 1

Methodology 3

Result 3

3.2.3 Citation Weight

It has been well recognized that different sections in an aca-
demic paper are of different significance [39]. The sections
of Methodology and Results are usually of primary impor-
tance, so the citations in these sections are more relevant
than in other sections. The section of Related Work typ-
ically contains a significant number of citations, but most
of them are just some supporting work to the citing paper.
Therefore, this section is usually considered less important.
The following inequality qualitatively describes the impor-
tance of different sections in an academic paper:

wMethodology/wResult > wIntroduction > wRelatedWork (1)

where wi denotes the weight of section. We determine
weight values to sections in Table 2 based on Eq. (1) through
experiments. The experimental result is measured by Spear-
man coefficient, the computation of which is detailed in
Sect. 4. To get started, the weight of the ‘Related Work’
section is initialized to be 1, and the sets of weights are as-
signed increasingly from 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, . . . , 2.0,
2.5, 3.0, . . . , to 5.0. Therefore, the first weight set of the
‘Related Work’, ‘Introduction’, ‘Methodology’ and ‘Result’
sections is 1, 1.2, 1.4 and 1.4 (increment of 0.2), and the
second weight set is 1, 1.4, 1.8 and 1.8 (increment of 0.4).
The results of section-based similarity are qualitatively sim-
ilar, and are around 0.73 as the weights increase from 0.8 to
1.0. However, with hybrid similarity, which combines con-
tent similarity, the weight set of 1, 2, 3 and 3 (increment of
1.0) performs better with coefficient of 0.77. We also ini-
tialize the ‘Related Work’ section with larger values of 2, 3,
4, . . . , 10, and the weights of other sections are assigned by
increasing 1.0. The results of section-based similarity are
close, while the results of hybrid similarity are around 0.74.
We observe that larger section weights may be less sensi-
tive to the content similarity. Generally, more than twice as
much content similarity is taken to obtain the same hybrid
similarity of the weight set of 1, 2, 3 and 3. Our results of
weight determination are the same as the weight values in
[11]. The value represents the weight of citation in one sec-
tion, and is also the weight of each edge in the constructed
citation graph. An example weighted citation graph is pro-
vided in Fig. 5 for illustration.

3.2.4 Citation Similarity

In the weighted citation graph, there are five different val-

Fig. 5 An example weighted citation graph.

Fig. 6 Proportion values.

ues of path pi in the collection of candidate recommended
papers RP, i.e., +1, −1, 0, +2, and −2. We compute the cita-
tion similarity for candidate papers according to the length
of path, as follows:

simi(citation)

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
w(edge), p = +1,−1
w(edge1) × a + w(edge2) × (1 − a), p = 0
w(edge1) × b + w(edge2) × (1 − b), p = +2,−2

(2)

where w(edge) denotes the weight of edge, and the cita-
tion similarity is classified into three conditions according
to path length pi. The first condition is for direct citations,
where the citation similarity is measured by the weight of
edge directly when pi = +1 or −1. The other two condi-
tions are for indirect citations, where the citation similar-
ity is computed by the weights of both the first edge and
the second edge, namely, edge1 and edge2. Past studies
have shown the importance of bibliographic coupling and
co-citation structures, whose path lengths are both 0, but no
comparison of difference has been made between these two
structures of indirect citations with path lengths of 0 and ±2.
Therefore, we discuss the proportions of two edges for these
two structures separately.

We conduct an empirical study to test the proportions
of two edges, as shown in Fig. 6, under the conditions of
path lengths of ±2 and 0. We determine the proportions a
and b of path lengths of 0 and ±2 by comparing the ranking
of citation similarities with the ranking of JensenShannon
Divergence (JSD) for candidate papers in terms of Spearman
correlation coefficient. There are five possible values of a
and b, respectively, in Fig. 6. We observe a result of 0.73
when the proportion a is 0.3 and the proportion b is also 0.3,
while the results of other values of proportions are between
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0.2 and 0.5. Therefore, we assign a = b = 0.3, which means
that we set the proportion of 0.3 to the first edge and 0.7
to the second edge in both cases of path lengths of 0, +2
and −2. It is also verified that the indirect citations whose
path lengths are ±2 are of equal importance as those of path
lengths 0.

When a = b = 0.3, taking the weight in Fig. 5
as example where B and C are direct citations, we have
simB(citation) = w(AB) = 1, and simC(citation) = w(AC) =
3. Also, since the other nodes D, E, F and G are indirect
citations, we have simD(citation) = w(AB) × 0.3 + w(BD) ×
0.7 = 1.7, simE(citation) = 1.7, simF(citation) = 2.3, and
simG(citation) = 1.6. With the above assignment of a and
b, Eq. (2) can be rewritten as

simi(citation)

=

{
w(edge), p = +1,−1
w(edge1) × 0.3 + w(edge2) × 0.7, p = 0,+2,−2

(3)

3.3 Content Similarity

There could be many citations in one section, so citations
may have the same citation similarity. Therefore, we also
compute content similarity, which is combined with citation
similarity for more accurate recommendation. The content
similarity between the keyphrases of the citing paper and the
cited paper is measured by cosine similarity as follows:

simi(content) =
A · B
‖A‖ · ‖B‖ . (4)

where A is the keyword frequency vector of relevant paper
ri, and B is the keyword frequency vector of the whole col-
lection of relevant papers for the target paper. Each item
of vector A or B is the word frequency calculated by TF,
the term frequency of word i in the keywords of paper r j is
t fi, j =

ni, j∑m
k nk, j

, ni, j is the number of word i in the keywords
of paper r j, and

∑m
k nk, j is the sum of numbers of m words

in the keywords of paper r j. ‖A‖ and ‖B‖ are the norms
of vectors A and B, respectively. For the diversity of rec-
ommended papers, we use the keyphrases of all candidate
papers as vector B instead of the keyphrases only of the tar-
get paper. We use the average of the content similarities of

Fig. 7 Similarity results.

the candidate papers as the content similarity of those papers
that lack keyphrases in the dataset.

3.4 Hybrid Similarity

We compute hybrid similarity simi to rank candidate recom-
mended papers RP(t) through a hybrid approach by combing
citation similarity and content similarity, as follows:

simi = simi(citation) + simi(content). (5)

A partial list of the similarity computing results based
on real-world data is provided in Fig. 7, the third column
is citation similarity and forth column is content similarity,
hybrid similarity in the fifth column is the sum of two sim-
ilarities. The relevant papers ranked by hybrid similarity is
the final list of paper recommendations.

4. Experimental Results

4.1 Performance Evaluation with Respect to JSD

We conduct experiments on a dataset crawled from CiteSeer,
which contains 1,100 documents with 18 target papers. For
a better illustration of the experimental results, we divide 18
target papers into 10 sets according to the size of candidate
papers, which are collected from the citation graph of each
target paper. The resulted ten sets of target papers are plotted
in Fig. 8, where the x-axis is the number of candidate papers,
and y-axis is the number of target papers. Note that the PDF
documents of papers are not always available, so some target
papers may have only a small number of candidate papers.

There exist various methods and standards for recom-
mendation evaluation, including those proposed by McNee
et al. [1] and Sugiyam et al. in the field of information re-
trieval [12]. In this work, we employ Spearman correlation
to evaluate the accuracy of recommendation [11] against the
ranking produced by JensenShannon Divergence (JSD) as
the benchmark. JSD computes the distance between the
word distribution probability of a target paper and a candi-
date paper, and generates a ranking of relevant papers using
the JSD value of each pair. To accurately measure the rel-
evance between papers, we use the full texts of papers to
calculate the word distribution probability. Therefore, this
JSD-based procedure is prohibitively time-consuming, es-
pecially when processing a large number of PDF documents.

Fig. 8 Ten sets of target papers.
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Fig. 9 Spearman coefficients of the proposed hybrid approach w.r.t. JSD.

Fig. 10 Hybrid approach vs. section-based approach [11] on biblio-
graphic coupling.

For example, processing 100 PDF documents takes nearly
half an hour in average. In contrast, our proposed hybrid
approach only processes minimal texts such as abstract and
keywords, and hence runs much faster.

We compute the consistency between the ranking of
our approach and the ranking of JSD using Spearman corre-
lation coefficient [40]. Figure 9 plots the average Spearman
coefficients in 10 sets of papers. The average correlation
coefficient of all papers is 0.77.

4.1.1 Hybrid Approach vs. Section-Based Approach

We compare our hybrid approach in Fig. 10 with the section-
based approach in [11], which is the state of the art us-
ing section position for paper recommendation. Since this
section-based approach is focused on bibliographic cou-
pling, we conduct this comparison on the indirect citations
of bibliographic coupling. The results show that our ap-
proach outperforms the state-of-art technique in average.

4.1.2 Section-Based Citation Similarity vs. Traditional Ci-
tation Similarity

Traditional citation-based approaches do not consider the lo-
cation of citation, while our section-based citation approach
differentiates the section position of citation with different
weights. We compare the results of our section-based ap-
proach and traditional citation-based approach, as shown in
Fig. 11, where x-axis represents the size of relevant papers,
and y-axis represents the consistency measured by Spear-
man coefficient. These results clearly show that our section-
based approach has superior performance over the tradi-

Fig. 11 Section-based approach vs. traditional citation-based approach.

Fig. 12 Hybrid approach vs. section-based approach.

Fig. 13 Comparison of three approaches.

tional approach.

4.1.3 Hybrid Approach vs. Section-Based Approach

Our hybrid model is built upon a combination of the section-
based approach and the content-based approach. We com-
pare the recommendation performance of hybrid similarity
with section-based citation similarity, as shown in Fig. 12.
These results show that the proposed hybrid approach out-
performs the section-based approach in most of the cases we
studied.

The overall results in Fig. 13 illustrate that the pro-
posed hybrid approach exhibits superior performance over
the approaches using citations only. It achieves about 40%
higher recommendation accuracy compared with the tradi-
tional citation-based approach, as shown in Fig. 14.

4.2 Performance Evaluation with Respect to Manual
Ranking

We also conduct experiments on Wanfang digital library,
which has the largest collection of Chinese papers [10]. We
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Fig. 14 Average Spearman coefficient of three approaches.

Fig. 15 Spearman coefficient of manual ranking and random ranking on
Wanfang dataset.

collect about 500 papers from Wanfang, including 5 sets of
relevant papers for 5 target papers. Since most of the papers
from Wanfang are in Chinese, and cannot be directly pro-
cessed by JSD to measure text similarity, we evaluate the
performance of our approach with respect to manual rank-
ing. In our study, the control group contains 12 participants
who are all postgraduates, each of whom is assigned with
2 sets of candidate papers. The average manual ranking for
candidate papers produced from the participants is used as
the benchmark for performance comparison. We conduct
experiments to verify the effectiveness and consistency of
manual ranking with 12 participants. As shown in Fig. 15,
we calculate the coefficient between each manual ranking
and average manual ranking on each set of papers. The av-
erage coefficient of each set is above 0.8, which verifies the
consistency in manual ranking. For comparison, we gen-
erate 5 random rankings. The low correlation coefficients
indicate that average manual ranking is statistically differ-
ent from random ranking, which verifies the effectiveness of
our manual ranking.

The consistency between our proposed approach and
manual ranking is still measured by Spearman correlation
coefficient. The results in Fig. 16 show that the average cor-
relation coefficient of all papers is 0.73. The comparison of
our hybrid approach with the section-based approach in [11]
is shown as Fig. 17.

We further compare our hybrid approach with the
section-based and traditional citation-based approaches.
Since Wanfang dataset provides comprehensive keywords,
we also compare with the content-based approach. The re-
sults in Fig. 18 show that the proposed hybrid method out-

Fig. 16 Spearman coefficient of the hybrid approach on Wanfang dataset.

Fig. 17 Hybrid approach vs. section-based approach [11] on biblio-
graphic coupling of Wanfang dataset.

Fig. 18 Comparison of four approaches on Wanfang dataset.

performs the other three approaches in most of the cases we
studied.

4.3 Scalability Evaluation

To illustrate the scalability of our approach, we conduct an-
other experiment on Wanfang dataset. The citation graph
in our approach can be extended to a deeper level to obtain
more relevant citations when there are very few citations.
However, if there exist adequate citations, the citation graph
may become very complex when using a path length of 3 or
4, instead of 2. More importantly, there is no need to gener-
ate the citation graph with a path length more than 2 if there
are adequate citations. We compute the recall of top 50 pa-
pers for 5 sets of Wanfang data with a path length of 1, 2
and 3, respectively. As shown in Fig. 19, the recall@50 with
a path length of 2 and 3 in these 5 sets are almost the same,
which indicates that a path length of 2 is sufficient.
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Fig. 19 Recall@50 of different path on 5 sets of Wanfang dataset.

5. Conclusion

In this paper, we constructed a citation graph based on ci-
tation relations to identify candidate relevant papers, and
proposed a hybrid model consisting of section-based and
content-based approaches to compute the similarity of rel-
evant papers. Our hybrid approach recommends relevant
papers using direct citations and indirect citations, and mea-
sures similarity based on section position and keyword in-
formation. This approach is able to find papers that are
highly relevant to the target paper. Meanwhile, the ex-
traction of sections through XML documents and the sim-
ilarity computing of keywords are much faster than other
approaches that typically require intensive text computing.
Our approach was evaluated with real-life datasets, and the
results show its performance superiority over existing meth-
ods.

The section-based approach requires the section posi-
tion of citations, but it is challenging to extract accurate
section information. We will explore new approaches to
improve the accuracy of section extraction. Also, content
similarity in our work is measured by a traditional method.
It is of our interest to employ emerging techniques in ma-
chine learning and deep learning to measure content simi-
larity more effectively.
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