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Fresh Tea Shoot Maturity Estimation via Multispectral Imaging
and Deep Label Distribution Learning

Bin CHEN†a), Member and JiLi YAN†, Nonmember

SUMMARY Fresh Tea Shoot Maturity Estimation (FTSME) is the
basement of automatic tea picking technique, determines whether the shoot
can be picked. Unfortunately, the ambiguous information among single la-
bels and uncontrollable imaging condition lead to a low FTSME accuracy.
A novel Fresh Tea Shoot Maturity Estimating method via multispectral
imaging and Deep Label Distribution Learning (FTSME-DLDL) is pro-
posed to overcome these issues. The input is 25-band images, and the out-
put is the corresponding tea shoot maturity label distribution. We utilize
the multiple VGG-16 and auto-encoding network to obtain the multispec-
tral features, and learn the label distribution by minimizing the Kullback-
Leibler divergence using deep convolutional neural networks. The experi-
mental results show that the proposed method has a better performance on
FTSME than the state-of-the-art methods.
key words: fresh tea shoot maturity estimation, deep label distribution
learning, Kullback-Leibler loss function, label ambiguity

1. Introduction

About one in ten teas per year are not picked up in time due
to lack of tea plucking workers. Automatic tea picking by
machine is an effective way to solve the problems [1]. Fresh
tea shoot maturity estimation, determined whether the shoot
is picked, is a core step in automatic tea picking [2], [3].
Many researches about tea estimation have been reported in
recent years. Liang et al. [4] achieved the estimation of tea
quality by infusion colour difference analysis, the method
was used in dried tea leaves. Hazarika et al. [5] introduced a
fresh tea leave polyphenol estimating method using near in-
frared reflectance (NIR) spectroscopy and regression model.
Kamagata et al. [6] estimated the tea growth stage using air-
borne hyperspectral data, the multiple regression analysis
was included. A maturity level estimation method of leaves
based on morphological feature was introduced in [7], the
maturity level is divided into premature, mature and over-
mature. Nandi et al. [8] proposed a mango fruit sorting and
grading method by maturity level and size, four maturity
levels were used. Most existed maturity estimation methods
are based on single-label recognition (SLR) or multi-label
recognition (MLR). For instance, the fresh tea shoot ma-
turity is usually divided into immature, mature 1 to 5 and
overmature. Actually it is attributed to the SLR problem,
but are there any ambiguity information between mature 1
and 2? The answer is yes, the wrong estimation often occurs
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when the two maturities are too close, which leads to a low
estimating accuracy.

In order to overcome these issues, a novel Fresh Tea
Shoot Maturity Estimating method via multispectral imag-
ing and Deep Label Distribution Learning (FTSME-DLDL)
is proposed in this paper. The convolution neural net-
work (CNN) based methods have achieved the inspiring
performance on various tasks such as image classifica-
tion [9], [10], segmentation [11], and object detection [12].
The features automatically extracted from the CNN are ro-
bust and have natural advantages. The deep label distri-
bution learning is an improvement and extension of label
distribution learning [13]–[15], it is developed to achieve
the label distribution learning on CNN. In the proposed
FTSME-DLDL, we convert the label of each multispec-
tral image into a discrete label distribution, then achieve
the fresh tea shoot maturity estimating by multiple convo-
lution neural networks and deep label distribution learning.
An auto-encoding [16] network and Kullback-Leibler (KL)
loss function are also employed to fuse the extracted mul-
tispectral features and achieve the deep label distribution
learning separately. The experimental results show that the
novel method leads to good estimating results, meanwhile,
the proposed method can be used in many other shoot ma-
turity estimating tasks.

2. Methods

2.1 Deep Label Distribution Learning

Deep label distribution learning is a general machine learn-
ing paradigm, and the label distribution represents the de-
gree to which each label describes the instance. Let X
be an instance, y is the corresponding label distribution,
L = {l1, l2, . . . , lC} is the label set, and x = φ(X; θ) is the
activation of the last layer in a CNN. The probability distri-
bution of these activations can be calculated by:

ŷ j =
exp(x j)∑
t exp(xt)

(1)

then, the similar distribution ŷ is obtained by θ. In order
to solve the ŷ, a Kullback-Leibler (KL) divergence based
measurement are employed, the best θ∗ is determined:

θ∗ = arg min
θ

∑

k

yk ln
yk

ŷk
(2)

the loss function can be defined as:
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Fig. 1 Flow chart of the proposed FTSME-DLDL method. The red circle area on multispectral image
is the ROI gained from the fresh tea shoot segmentation method in [17], the multiple CNN model is
based on VGG-16 [18], and the feature fusion structure is achieved by four auto-encoding layers.

T = −
∑

k

yk ln ŷk (3)

where, the Stochastic Gradient Descent (SGD) is utilized to
minimize Eq. (3). The derivative of T with respect to θ can
be calculated by:

∂T
∂θ
= (ŷ − y)

∂x
∂θ

(4)

the out of the DLDL is li∗ , where i∗ is

i∗ = arg max
i

ŷi (5)

The label distribution y is usually hard to obtain in
many datasets, fortunately, there are several label enhance-
ment methods to fix that problem. Fuzzy set based label
enhancement methods [19], [20] use the idea of fuzzy clus-
tering, kernel membership and fuzzy operation to mining
the related information between labels, then convert the log-
ical label into label distribution. Another type of label en-
hancement methods are based on the graph or manifold [21]
model, the topology between the instances is also included
in these methods. Hence, we utilized the label enhancement
to obtain the label distribution of fresh tea shoot maturity.

2.2 The Proposed FTSME-DLDL Method

The flow chart of the proposed FTSME-DLDL method is
shown in Fig. 1, the input is 25-band images, and the output
is the corresponding tea shoot maturity label distribution. A
sample of estimated tea shoot maturity label distribution ŷ
is shown in Fig. 1, it can be observed that the label ambi-
guity information is efficiently utilized via the discrete label
distribution, which helps prevent the network from overfit-
ting. The multiple CNN model is based on VGG-16 (remove
the last layer and modify the last full connected layer), each
band image has the corresponding feature extraction struc-
ture. In order to obtain the tea shoot maturity label distri-
bution, a hierarchical auto-encoding (AE) subnetwork with

four layers is employed to fuse these multispectral features
and further reduce the dimension. The size of each auto-
encoding layer is 6400, 3200, 2000, 800 separately. The
ReLU and dropout are utilized in the AE fusion subnetwork,
the rate of dropout is 0.5. Then, we modified the output
layer, and replaced the softmax loss function with the KL
loss function.

During the training, the initialization of the deep net-
work is performed randomly via a Gaussian distribution
with zero mean and 0.02 standard deviation. The parameter
used in ReLU is initialized to 0.2, the rate of dropout used in
VGG-16 and AE fusion subnetwork is 0.5, the weight decay
is set to 0.001, and the Stochastic Gradient Descent (SGD)
optimization is also included.

3. Experiment and Evaluation

The experiments are run with 4 NVIDIA Tesla P40 20-
GB GPU, the multiple CNN model is trained on Tensor-
Flow, and other steps are implemented using MATLAB.
The multispectral images are obtained by the hyperspec-
tral camera XIMEA MQ022HG, the value of 25 bands are:
665.9 nm, 680.5 nm, 705.5 nm, 720.1 nm, 732.0 nm,
746.3 nm, 759.0 nm, 772.2 nm, 783.5 nm, 796.4 nm,
815.5 nm, 827.1 nm, 837.4 nm, 848.5 nm, 858.5 nm,
869.3 nm, 877.9 nm, 886.7 nm, 902.1 nm, 910.2 nm,
919.8 nm, 926.0 nm, 934.8 nm, 939.8 nm, 944.5 nm. In
the experiment, we compare the FTSME accuracy with
VGG-16+AE, ZF-Net+AE, DLDL+ZF-Net+AE methods
and false color image based methods (ZF-Net, VGG-16,
DLDL+ZF-Net, and DLDL+VGG-16). The RGB chan-
nels of the false color image are composed of 944.5 nm,
886.7 nm, 665.9 nm separately. The hyperspectral camera
and part of multispectral images are shown in Fig. 2. It can
be observed that the tea shoot spectra and aging leaves have
close spectral characteristics, which leads to the ambiguity
information in single-label FTSME.

The spatial resolution of raw image is 409×216, we re-
size the image to 224×224, and ensure each image only has



LETTER
2021

Fig. 2 The hyperspectral camera and part of multispectral images, the tea
shoot spectra is shown in blue line, and the aging leaves spectra is shown
in red line.

Table 1 Comparisons of different methods for FTSME on testing
dataset.

Method MAE
ZF-Net+AE 0.78 ± 0.05
VGG-16+AE 0.73 ± 0.04
DLDL+ZF-Net+AE 0.72 ± 0.03
The proposed FTSME-DLDL 0.68 ± 0.02
ZF-Net (false color image based) 1.15 ± 0.07
VGG-16 (false color image based) 0.91 ± 0.06
DLDL+VGG-16 (false color image based) 0.87 ± 0.04
DLDL+ZF-Net (false color image based) 0.90 ± 0.04

one fresh tea shoot. The ROI of fresh tea shoot is based on
the segmentation method in [17]. The dataset contains 5620
multispectral images, which were acquired in Hangzhou,
China, from March 20th to April 4th, 2019. Each multi-
spectral image has the corresponding tea shoot maturity la-
bel distribution obtained via the label enhancement method
in [15]. As the fresh tea shoot maturity is usually divided
into immature, mature 1 to 5 and overmature, the label dis-
tribution is y = (y1, y2, . . . , yC), and we have ys ∈ [0, 1] and∑C

s=1 ys = 1. We also retain the single label ln, for instance,
ln = 1 means the single label of the testing image is imma-
ture, and ln = 3 means the single label is mature 2. The
Mean Absolute Error (MAE) is employed to evaluate the
performance of FTSME:

MAE =
1
N

N∑

n=1

∣∣∣l̂n − ln
∣∣∣ (6)

where the ln is the ground-truth tea shoot maturity of n-th
testing image, l̂n is the corresponding estimated value. Test-
ing images that satisfy

∣∣∣l̂n − ln
∣∣∣ ≤ g, g ∈ {1, 2, 3}, which can

ensure the same maximum error for each category.
We use 80% of multispectral images for training and

20% for evaluation, the 10-fold-cross-validation is also used
in the experiment. The last layer of ZF-Net used in ZF-
Net+AE, DLDL+ZF-Net+AE methods is modified sim-
ilarly with the proposed FTSME-DLDL, and the VGG-
16+AE method also has the similar processing. Table 1

Fig. 3 The comparison of fresh tea shoot maturity MAE curves on
testing dataset.

shows the different results of FTSME on testing dataset, the
l̂n of DLDL based methods are obtained by the maximum
operation. In Table 1, it can be observed that the multispec-
tral images based methods (with AE layer) have better per-
formance than the false color image based methods. The
main reason is more tea shoot spectral features are obtained
by the feature extraction and fusion layers in multispectral
images based methods. Then, the fresh tea shoot maturity
is accurately estimated by these extracted fusion features
and CNN based structures. Comparing lines 1, 2 and lines
3, 4 in Table 1, we observe that the DLDL based methods
have a significant improvement on MAE as the contribu-
tion of ambiguity information utilization via the label distri-
bution learning. We also find the VGG-16 based methods
perform better on FTSME than the ZF-Net based methods.
The MAE obtained by our method is 0.68, it is much smaller
than many other methods, which leads to stable estimating
results.

The comparison of fresh tea shoot maturity MAE
curves (consists of 7 points corresponding to immature, ma-
ture 1 to 5 and overmature) on testing dataset is shown in
Fig. 3. It can be observed that the MAE curve obtained
by the proposed FTSME-DLDL has the best performance,
and the estimation results are more close to the ground-
truth. Comparing with our method, the DLDL+ZF-Net+AE
method has the similar performance on points 1 and 7 in
MAE curve, but the FTSME accuracy is much lower and un-
stable on points 2 to 5. From the comparison of each curve
in Fig. 3, the FTSME accuracy of VGG-16 based methods
is overall higher than the methods based on ZF-Net, and the
DLDL based methods improve the accuracy by about 10%.

In Fig. 3, we also observe when the FTSME is imma-
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ture (point 1 on MAE curve) or overmature (point 7 on MAE
curve), the MAE value is smaller than the FTSME belong-
ing to mature. The main reason is that the immature or over-
mature tea shoot has the highly distinguishable features, and
the maturity is easily estimated. However, the features ob-
tained from the mature tea shoot are usually indistinguish-
able, and the corresponding single tea shoot maturity label
contains much ambiguity information. Therefore, the multi-
spectral images and deep label distribution learning are em-
ployed in our method to overcome these issues.

4. Discussion and Conclusion

In this paper, we propose the FTSME-DLDL, a multi-
spectral imaging and deep label distribution learning based
method to improve the estimating accuracy of fresh tea
shoot maturity. The 25-band images are used as the input,
and the output is the corresponding tea shoot maturity la-
bel distribution. The multiple VGG-16 and AE layers based
network is developed to achieve the feature extraction and
estimation, the Kullback-Leibler loss function is also em-
ployed to achieve the label distribution learning. The ex-
perimental results indicate that the proposed method leads
to good performance on FTSME. The testing dataset MAE
of our method is 0.68, which has a better results than the
state-of-the-art methods.

FTSME is still a challenging task as the label ambigu-
ity and the uncontrollable imaging condition, the estimat-
ing accuracy needs to be further improved. Future work
includes the following aspects. More multispectral images
should be collected. The feature extraction and fusion layer
could be improved by other deep learning based networks.
Furthermore, the proposed method can be utilized for many
other shoot maturity estimating tasks.
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