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A Partial Matching Convolution Neural Network for Source
Retrieval of Plagiarism Detection

Leilei KONG†, Yong HAN†, Haoliang QI†a), Nonmembers, and Zhongyuan HAN†, Member

SUMMARY Source retrieval is the primary task of plagiarism detec-
tion. It searches the documents that may be the sources of plagiarism to
a suspicious document. The state-of-the-art approaches usually rely on
the classical information retrieval models, such as the probability model
or vector space model, to get the plagiarism sources. However, the goal of
source retrieval is to obtain the source documents that contain the plagia-
rism parts of the suspicious document, rather than to rank the documents
relevant to the whole suspicious document. To model the “partial match-
ing” between documents, this paper proposes a Partial Matching Convolu-
tion Neural Network (PMCNN) for source retrieval. In detail, PMCNN ex-
ploits a sequential convolution neural network to extract the plagiarism pat-
terns of contiguous text segments. The experimental results on PAN 2013
and PAN 2014 plagiarism source retrieval corpus show that PMCNN boosts
the performance of source retrieval significantly, outperforming other state-
of-the-art document models.
key words: plagiarism detection, source retrieval, partial matching, con-
volution neural network

1. Introduction

Source retrieval (SR) is one of the most important tasks of
plagiarism detection. It can be described as: given a suspi-
cious document dplg that may contain plagiarized passages
and a document set D, source retrieval identifies a small col-
lection of candidate source documents Dsrc ⊆ D that are
likely sources for plagiarism regarding dplg [1], [2].

Existing SR methods usually take source retrieval as
an issue of information retrieval (IR) [3]. IR-based meth-
ods usually split the suspicious document into text segments
at first to obtain the possible plagiarism parts of a suspi-
cious document. Then some queries are extracted from these
segments using some pre-defined rules and submitted to a
search engine to retrieve the relevant documents [1]–[3]. Us-
ing the information returned by the search engine (such as
the BM25 score of the search result, the number of words in
the retrieved result, or whatever) or the snippets of search re-
sults to learn a classifier, these relevant documents are com-
pared with the suspicious document to obtain the candidate
source documents [1], [2], [6].

However, such methods do not give sufficient thought
to the difference between source retrieval and informa-
tion retrieval. The goal of information retrieval is to rank
the documents according to the relevance between docu-
ments and query [4], [5]. But in source retrieval, suspicious
documents are generally not full-text plagiarism, but only
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plagiarize some text segments of the source documents. The
goal of source retrieval is to retrieve the source documents
that match the plagiarism parts of a suspicious document,
rather than search the ones that are relevant to the whole
suspicious document. Therefore, one challenging problem
for source retrieval lies in modeling the “partial matching”
between documents, not the “entire relevance”.

Addressing the partial matching in source retrieval,
we propose PMCNN (Partial Matching Convolution Neu-
ral Network), a deep neural network architecture based on
sequential convolution for source retrieval, shown in Fig. 1.
In PMCNN, the sequential convolution operations are in-
troduced to capture the local similarities of continuous text
segments with different sizes to decide the candidate source
documents.

We evaluate PMCNN on the PAN 2013 and PAN
2014 Plagiarism Source Retrieval Corpus [1], [2]. To estab-
lished baselines, the experimental results demonstrate that
PMCNN yields statistically significant improvements over
the baselines.

2. Partial Matching Convolution Neural Network for
Source Retrieval

PMCNN consists of three components: (1) an interaction
matrix to represent the text segment interactions between
two documents; (2) the sequential convolutions on the inter-
action matrix to obtain the partial plagiarism patterns; (3) a
linear scoring function to decide the final candidate source
documents.

2.1 Interaction Matrix

Given a suspicious documents dplg and a document dsrc ∈
D, for modeling the interactions between dplg and dsrc, we
represent the input of their text segments as an interaction
matrix M0, with each element xp,q standing for the basic
interaction, i.e. similarity between text segments sp and sq,
shown in Eq. (1). Here for convenience, sp is the p-th fixed-
length text segment of dplg and sq is the q-th fixed-length
text segment of dsrc. sp and sq are all made up of t words. ⊗
stands for a general operator to obtain the similarity.

xp,q = sp ⊗ sq (1)

In this paper, for simplicity, we adopt cosine similarity
to compute the interaction score of sp and sq as follows:
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Fig. 1 Overview of partial matching convolution neural network for source retrieval of plagiarism
detection

xp,q = cosine(ysp , ysq ) =
ysp

T ysq

‖ysp‖ ‖ysq‖
(2)

where ysp and ysq are the vectors of sp and sq with tf-idf
weighting, respectively.

Interaction matrix M0 ∈ �m×n has m rows and n
columns. When p > m or q > n, the interaction score for sp

and sq is abandoned. If the number of text segments in dplg

or dsrc is less than m or n, we set the corresponding cells to
zero. t, m, and n are all the parameters to train.

2.2 Sequential Convolution

The body of PMCNN is a typical convolutional neural net-
work, which is used to capture the partial plagiarism patterns
of documents. Different from the research on using the con-
volutional neural network for extracting the text matching
patterns [7], PMCNN designs a sequential convolution neu-
ral network structure to extract the plagiarism patterns of
contiguous text segments.

As shown in Fig. 1, the u-th convolution kernel w(1,u)

scans over the whole interaction matrix M0 to generate a
feature mapping matrix M(u)

1 , where u stands for the u-th
convolution operation. For the feature m(1,u)

i, j on row i and

column j in M(u)
1 , we define

m(1,u)
i, j = σ

⎛⎜⎜⎜⎜⎜⎝
ru−1∑

s=0

ru−1∑

t=0

w(1,u)
s,t · m(0)

i+s, j+t + b(1,u)

⎞⎟⎟⎟⎟⎟⎠ (3)

where ru denotes the size of the u-th kernel and m(0)
i, j is the

feature on row i and column j in M0. In this paper, we use
the square kernel with ReLU [8] as the active function σ.

And the number of kernels for i-th layer convolution opera-
tion, denoted as U(i), is set as a parameter.

The way of sequential convolutions makes it possible
to obtain the plagiarism patterns of text segments of various
sizes. For example, if we use the 2 × 2 convolution kernel
to scan over the interaction matrix M0 to generate M1, then
each element m(1,u)

i, j in M1 all maps a plagiarism feature of
two adjacent text segments. Then, we use another 2×2 con-
volution kernel to scan over the feature mapping matrix M1

to obtain the next feature mapping matrix M2, then each el-
ement m(2,u)

i, j in M2 all correspond to a further mapping on a
block of 2 × 2 adjacent features in M1. These 2 × 2 adja-
cent features in M1 correspond to a block of 3 × 3 adjacent
features in M0. If we continue to perform the convolution
operations, we can obtain the feature mapping of adjacent
text segments with any size in M0.

Based on the sequential convolutions, PMCNN model
the partial plagiarism features to learn the plagiarism pat-
terns of two documents.

2.3 Pooling

The sequential convolutions generate multiple feature map-
ping matrixes. Note that most of the segments in sus-
picious documents and source documents are not plagia-
rized. Hence, filtering out undesirable features is necessary.
For this target, PMCNN utilizes the k-max pooling opera-
tions [9] to extract top k strongest partial matching features
in the interaction matrix M0 and the feature mapping matrix
Mi.

Specifically for the first k-max pooling operation, each
row of M0 or Mi is scanned and the top k1 values of each
row are directly returned to form the vector Ni according to
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the descending order. On Ni, we continue to perform the
k-max pooling operation, and the top k2 values of each Ni

are returned to form a vector N′i . Finally, these vectors are
further concatenated to a single vector z.

2.4 Fully Connected Neural Network

Finally, we use a fully connected neural network to predict
the score by aggregating partial plagiarism features filtered
by the k-max pooling layers. Specifically, the feature vector
z obtained by pooling is feed into a full connection hidden
layer to obtain a higher-level representation. Then we use a
linear transformation to the matching score:

(p0, p1)T = δ2(W2δ1(W1z + b1) + b2) (4)

where p0 and p1 are the partial matching score of the cor-
responding class of plagiarism and non-plagiarism, z is the
output of pooling, Wi stands for the weight of the i-th layer,
bi is the corresponding biases, and δ1 and δ2 represent the
activation functions. ReLU activation is utilized for δ1 and
Softmax activation is applied for δ2 to output the probability
of belonging to each class.

2.5 Loss Function

We employ a discriminative training strategy with a cross-
entropy loss function for training. During the training phase,
model parameters of PMCNN are updated w.r.t. a cross-
entropy loss between the predicted probabilities and the true
answers:

Loss = − 1
N

N∑

i=1

[
y(i) log

(
p(i)

1

)
+ (1 − y(i)) log

(
p(i)

0

)]
(5)

where y(i) is the label of the i-th training instance, N is the
total number of training instances, pk is defined in (4).

3. Experiment

The experiments are conducted on PAN 2013 [1] and
PAN 2014 [2] Plagiarism Source Retrieval Corpus. Refer-
ence [10] gives a detailed description of the two datasets.
Statistics for the experimental corpus is described in [11].
For the dataset of plagiarism source documents, we used
ClueWeb09 (consists of 1,040,809,705 web pages).

There are three baselines in our experiments:
WilliamsLDA [6], [12], RankingSVM [13] and AggLR [11].
WilliamsLDA got the highest F-score in the evaluation of
PAN 2013 and PAN 2014. RankingSVM significantly out-
performs WilliamsLDA by using a ranking model. AggLR
also used a ranking-based method to obtain the source doc-
uments by addressing the aggregation of search results,

For the baseline methods, we followed the parameter
settings described in the original work. For PMCNN, the
parameters on the test corpus used those optimized on the
training corpus. All the parameters were learned on the

Table 1 Experimental results on PAN 2013 and PAN 2014

Table 2 Performance comparison of different number of the sequential
convolutions layers

training data in terms of optimizing the F-score. For the seg-
ment size t, we set 30. For the size of the interaction matrix,
we set m = 200 and n = 500. For the k-max pooling oper-
ations, we set k1 = 10 and k2 = 20. PMCNN is built using
Keras†, with the network parameters in Eq. (3) and Eq. (4)
initialized to their default values. The optimization uses
the backpropagation algorithm [14] with the ADAM update
rule [15].

For comparison, the processes of source retrieval in
our model and the baselines follow the Williams et al.
Method [6], [12]. Following PAN 2013 and PAN 2014, we
adopt the measures Precision, Recall, and F-score to evalu-
ate the performance of source retrieval. Followed the base-
line methods, F-score is used as the main evaluation mea-
sure [1], [2].

Table 1 shows the experimental results, where our
model is denoted as PMCNN2CNN-2×2, which means
PMCNN uses 2 sequential convolution layers with 2×2 con-
volution kernels. The bold values represent the best results
per category and the superscripts ∗, #, and & indicate the va-
lidity of the models on WilliamsLDA, RankingSVM, and Ag-
gSR using a one-sided paired t-test at the p < 0.05 level.

The experimental results indicate that the partial
matching patterns captured by PMCNN can better model the
source retrieval task, yielding significantly better F-score
over the baselines.

Sequential convolution plays a decisive role in
PMCNN. Table 2 compares the performance with the dif-
ferent number of sequential convolution layers. We also use
subscripts to denote the number of convolution layers and
the size of convolution kernels.

†https://keras.io
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Table 3 Performance comparison of different sizes of convolution kernel

Table 2 shows that the model with too many sequen-
tial convolution layers does not receive a performance boost.
We analyze the reason remains “partial matching”. Too
many sequential convolution layers will capture the larger
and longer text segments. However, there are not that longer
plagiarism text segments between the suspicious document
and source document. Under our text segment size setting
(30 words one segment), 2 convolution layers with 2×2 con-
volution kernel are the most appropriate choice. The same
is true for larger convolution kernels, shown in Table 3.

4. Conclusion

This paper has proposed the neural network architecture for
source retrieval, the partial matching convolution neural net-
work for source retrieval, denoted as PMCNN. It is a new
way of modeling the task of source retrieval. Unlike exist-
ing models, we focus on the partial matching between two
documents rather than classical query-document relevance.
In PMCNN, a neural network based on the sequential con-
volution is designed to capture the partial matching between
two documents. Experimental results on the PAN 2013 and
the PAN 2014 Source Retrieval Corpus demonstrate that the
proposed models can capture the similarities of the text with
different sizes using the sequential convolutions and boost
the performance of source retrieval.
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