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DNN-Based Full-Band Speech Synthesis Using GMM
Approximation of Spectral Envelope

Junya KOGUCHI'?, Nonmember, Shinnosuke TAKAMICHI'), Masanori MORISE ',
Hiroshi SARUWATARI Y, and Shigeki SAGAYAMA™®, Members

SUMMARY  We propose a speech analysis-synthesis and deep neu-
ral network (DNN)-based text-to-speech (TTS) synthesis framework using
Gaussian mixture model (GMM)-based approximation of full-band spec-
tral envelopes. GMMs have excellent properties as acoustic features in
statistic parametric speech synthesis. Each Gaussian function of a GMM
fits the local resonance of the spectrum. The GMM retains the fine spectral
envelope and achieve high controllability of the structure. However, since
conventional speech analysis methods (i.e., GMM parameter estimation)
have been formulated for a narrow-band speech, they degrade the quality
of synthetic speech. Moreover, a DNN-based TTS synthesis method using
GMM-based approximation has not been formulated in spite of its excellent
expressive ability. Therefore, we employ peak-picking-based initialization
for full-band speech analysis to provide better initialization for iterative es-
timation of the GMM parameters. We introduce not only prediction error
of GMM parameters but also reconstruction error of the spectral envelopes
as objective criteria for training DNN. Furthermore, we propose a method
for multi-task learning based on minimizing these errors simultaneously.
We also propose a post-filter based on variance scaling of the GMM for
our framework to enhance synthetic speech. Experimental results from
evaluating our framework indicated that 1) the initialization method of our
framework outperformed the conventional one in the quality of analysis-
synthesized speech; 2) introducing the reconstruction error in DNN training
significantly improved the synthetic speech; 3) our variance-scaling-based
post-filter further improved the synthetic speech.

key words: Gaussian mixture model, spectral envelope, vocoder, deep neu-
ral network, text-to-speech synthesis

1. Introduction

Text-to-speech synthesis (TTS)[1] is an important tech-
nology for users and computers to engage in natural spo-
ken dialogue. In this regard, black-boxed end-to-end mod-
els can synthesize high-fidelity speech in TTS[2]. In a
production scenario, however, it is important not only to
achieve full-band and high-quality synthesis but also to al-
low users to control speech characteristics according to their
preferences. Statistical parametric speech synthesis
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(SPSS) [3] is expected to be applied to be a full-band and
highly-controllable TTS system because it uses acoustic fea-
tures as a low-dimensional intermediate representation in
the process of generating the speech waveform from the text.

In SPSS, acoustic features significantly affect the qual-
ity of synthetic speech and controllability. Mel-cepstrum [4]
is a well-known example of representation; it approximates
the spectral envelope with a superposition of trigonometric
functions. However, statistical averaging of mel-cepstrum
in SPSS changes the entire original structure and signifi-
cantly degrades synthetic speech quality. Also, decompo-
sition by trigonometric functions does not result in high
controllability. To address this problem, approximation
of spectral envelopes by using Gaussian mixture models
(GMMs) has been proposed [5]. An overview of our pro-
posed analysis-synthesis framework using GMMs is shown
in Fig. 1. The mean, variance, and weight of a Gaussian
function®, which are called GMM parameters in this cur-
rent paper, respectively express frequency, sharpness, and
amplitude (or power) of a peak of a spectrum such as a for-
mant. Since formants are well-known features for visual-
ization [6], the GMM parameters, related to formants, are
more intuitive than mel-cepstrum. In addition, the GMM
parameters are more stable than line spectral pair (LSP) pa-
rameters, which are other formant-related features [7]. SPSS
using LSP parameters suffers from instability owing to the
misordering of predicted LSP parameters [8] and typically
requires an additional refinement to avoid the problem. This
is because LSP models the formant structure with a pair of
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Fig.1 Overview of proposed analysis-synthesis framework using
GMM-based approximation of spectral envelope.

*In this current paper, “Gaussian function” refers to a function
that approximates a spectrum. “Normal distribution” refers to the
probability distribution. Note that, the former does not satisfy the
definition of probability distribution, but the latter does.
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line spectral frequencies. On the other hand, our GMM rep-
resents a formant with a single Gaussian function. There-
fore, our GMM never suffers from instability. Furthermore,
our GMM allows us to control formants of synthetic speech
more flexibly than LSP. This is because our GMM can in-
dependently control an amplitude and sharpness of formants
whereas LSP cannot [9]. In GMM parameters estimation, an
iterative algorithm can estimate the GMM parameters that
approximate the spectral envelope and is initialized based
on LSP analysis. Unlike mel-cepstrum, statistical averag-
ing of GMM parameters is expected to alleviate the loss of
fine structures because each Gaussian function fits each peak
of the spectral envelope. However, LSP-based initialization
creates GMM parameters that fit densely in a low-frequency
band. Therefore, it is affected by quality degradation during
analysis and synthesis of full-band speech. In addition, a
highly controllable TTS system can be expected by formu-
lating a DNN-based method [10] using GMM parameters,
but it is never formulated.

We propose a speech analysis-synthesis and deep neu-
ral network (DNN)-based TTS framework for a full-band
speech that uses GMM parameters. The framework also
consists of a peak-picking-based initialization method for
full-band speech analysis. The initialization provides the
initial GMM parameters that accurately fit the full-band
spectral envelopes. We introduce two objective criteria of
DNN training by using the GMM parameters. One is a
minimization of prediction errors in the GMM parameter
domain and the other is a minimization of the reconstruc-
tion error of the spectral envelope. We also developed a
variance-scaling-based post-filter for our framework. The
post-filter efficiently uses GMM-based modeling and en-
hances the quality of synthetic speech by modifying the vari-
ance parameters. Experimental results from evaluating our
framework indicate that 1) the initialization method of our
framework outperforms the conventional one in quality of
analysis-synthesized speech; 2) the DNN training criterion
that introduces the reconstruction error is highly effective in
improving synthetic speech; 3) our variance-scaling-based
post-filter further improves the synthetic speech. The rest
of this paper is organized as follows and an overview is
given in Fig. 2. In Sect. 2, we briefly review the conventional
analysis-synthesis framework using GMM parameters and

Speech analysis/synthesis

Section2  h Gvm approximation of spectrum envelopes

\
Improve iterative analysis for wide-band speech.

Section 3 Peak-picking-based initialization
/
Apply to text-to-speech.
DNN training Improve : .
Section 4 w/ spectrum ~ — speech — \t/)amagcpe scafl_\{ng
reconstruction quality. ased Post-filter

Fig.2  The overview of this paper.
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describe an iterative algorithm for GMM-parameter estima-
tion. In Sect. 3, we point out the problem of the conventional
initialization method and introduce the peak-picking-based
initialization of our proposed framework. In Sect. 4, we ex-
plain the DNN-based TTS method of our framework that
uses GMM parameters and our post-filter. In Sect.5, we
discuss the evaluation of the quality of analysis-synthesized
and TTS-synthesized speech generated with our framework.
In Sect. 6, we conclude the paper.

2. Speech Analysis-Synthesis Framework Using GMM
Parameters

As shown in Fig. 1, our framework consists of speech analy-
sis and synthesis. In Sect. 2.1 and Sect. 2.2, we describe the
details of speech analysis and synthesis with GMM param-
eters, respectively.

2.1 Speech Analysis: Spectral Envelope Approximation
with GMM Parameters

We first extract spectral envelope, fundamental frequency
(Fo), and aperiodicity by usual speech analysis such as
WORLD [11] (D4C edition [12]). We also approximate the
extracted spectral envelope with a GMM [13]. The GMM
parameters are estimated by minimizing a loss function
of the observed spectral envelope H(w) and the GMM-
approximated one G(w) expressed by

K
Gw) =y Dk
k=1 2

2ro “

N2
M] W

exp[ 20_]%
where w denotes frequency, K is the number of mixture
components, and iy, 02, w denote mean, variance, and
weight of a Gaussian function with index k, respectively.
The loss function to be minimized is a divergence between
two different probability distributions, and this framework
uses the /-divergence I(H, G) given as

Y(w)
G(w)

I(H,G) = Z [H(w) log - Hw)+Gw)|. @)

In addition, a mean transition modeling term [13] helps to
estimate a temporally smooth mean trajectory. Since it is
difficult to directly minimize the loss function, majorization-
minimization (MM) is used as an algorithm to iteratively
estimate GMM parameters. Since the MM algorithm theo-
retically guarantees monotonic non-increase in the objective
function during iterations, the value of the objective func-
tion always converges without setting any hyperparameters.
Originally, we should use the IS (Itakura—Saito) divergence
that has better peak-sensitive property [14]. However, the
convergence-guaranteed algorithm, i.e., the MM algorithm,
cannot be applied to analysis using the IS divergence. On
the other hand, the /-divergence has a peak-sensitive prop-
erty, and the convergence-guaranteed algorithm can be ap-
plied to analysis using the /-divergence. Therefore, we used
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the /-divergence for analysis, instead of the IS divergence.
Before executing the iterative algorithm, GMM pa-
rameters are initialized with arbitrary values. Specifically,
the initial value of yy; greatly affects not only the conver-
gence speed of the algorithm but also to which resonance
component the Gaussian function fits. The conventional
method [13] uses the average of odd- and even-order pairs

in the 2K-order LSP parameters w;, . .., wsk as follows [7]:
Wok-1 + Wik
= LT (3)

In addition, wy and o7 are initialized with an amplitude value
at the frequency of y and a constant value, respectively.

2.2 Speech Synthesis: Spectral Envelope Reconstruction
from GMM Parameters

The speech waveform is generated by the vocoder using
the aperiodicity, Fy, and the spectral envelopes, which are
reconstructed from the GMM parameters by using Eq. (1).
With our framework, speech waveforms are generated by
filtering based on minimum-phase response.

3. GMM-Parameter Initialization Method for Full-
Band Speech Analysis-Synthesis

3.1 Problem of LSP-Based Parameter Initialization

As described in Sect.2, the mean parameters in iterative
speech analysis are initialized using the LSP parameters.
The LSP parameters tends to correspond to the resonance
frequencies of a vocal tract and are an appropriate initial
values for a narrow-band speech. However, since not all
LSP frequencies fit the resonance frequencies, the approx-
imation accuracy decreases [15]. Moreover, since the reso-
nances are observed in lower-frequency bands where a large
amount of energy is distributed, the LSP frequencies and
mean parameters fit densely in the lower frequency band.
The full-band speech suffers from this LSP’s problem; the
spectral envelopes in the higher-frequency band are approx-
imated inappropriately. Figure 3 shows the LSP-initialized
(top) and finally obtained GMM parameters (bottom). The
initial GMM parameters overfit the lower-frequency band
and underfit the higher one. This tendency is also ob-
served in finally obtained parameters. This degrades the
approximation accuracy and quality of analysis-synthesized
speech.

3.2 Proposed Framework: Initialization Method Based on
Peak-Picking

To solve the above problem, our framework consists of an
alternative initialization method using peak-picking. Peak
picking generally means finding all local maxima. The
method is applied to the spectral envelope and used for
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Fig.3 Conventional LSP-based initial (top) and finally obtained (bot-
tom) Gaussian functions (K = 30). Broken line is observed spectral enve-
lope. Gaussian functions densely fit in low band, and not all fit peaks of
spectrum.
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Fig.4  Our peak-pick-based initial (top) and finally obtained (bottom)
Gaussian functions with our peak-pick (K = 30). broken line is an observed
spectral envelope. All of initial Gaussian functions fit to the peaks directly.
Moreover, they still fit over the entire frequency band after the iteration.

finding peak frequencies’. The peak frequencies are used

as initial mean parameters. The remaining parameters of
the GMM, i.e., weights and variances, are initialized in the
same manner as with the conventional initialization method.
Figure 4 shows the initial Gaussian functions with our peak-
picking-based method (top) and finally obtained ones (bot-
tom). Unlike the conventional method shown in Fig. 3, our
initialization places the Gaussian functions over the entire
frequency band. Also, they are still placed in the entire band
even after the iterations. This accurate approximation pro-
vides a higher quality of analysis-synthesized speech than
with the conventional method. Another simple method for
widely placing the mean parameters over the entire band
is a flat start; the mean parameters are placed at equal

TOur initialization suffers from the remaining fine structure
(e.g., Fp harmonics) or noisy spectral envelopes. Actually, when
approximating a amplitude spectrum of discrete Fourier transform
with a GMM, some Gaussian functions are allocated to pitch and
harmonic structures [S]. In this current paper, we assume a spec-
trum structure is smooth, and a peak-picking algorithm we used
finds local maxima of a smooth spectrum.
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frequency intervals. However, there is no guarantee that the
initial value corresponds to the peak frequency like the LSP-
based initialization. Our preliminary experimental results
indicate that the flat start degrades approximation accuracy,
convergence speed, and speech quality. Therefore, we use
the peak-picking-based method.

4. Proposed Framework: DNN-Based TTS Method
Using GMM Parameters

In this section, we explain our DNN-based TTS method us-
ing GMM parameters. We introduce two DNN training cri-
teria: prediction error of GMM parameters (Sect. 4.1.1) and
reconstruction error of spectral envelope (Sect.4.1.2). We
also explain our a post-filter based on variance scaling to
improve the quality of synthetic speech (Sect. 4.2).

4.1 DNN Training with GMM Parameters

The DNN acoustic model using the GMM parameters
outputs acoustic features from an input context vector
like a conventional DNN-based TTS method using mel-
cepstrum [10]. In the case of the GMM parameters as acous-
tic features, the DNN outputs GMM parameters [16], Fy and
aperiodicity. The training criterion for Fy and aperiodicity
prediction is a minimization of mean squared error (MSE).
In Sect. 4.1.1 and Sect. 4.1.2, we discuss the training criteria
for the GMM parameters.

4.1.1 Prediction Error in GMM-Parameter Domain

The simple way to train a DNN is using the MSE between
the predicted and target GMM parameters, as when us-
ing mel-cepstrum in the conventional DNN-based TTS. The
DNNs are trained by minimizing the MSE as follows:

Luse(Y,¥) = |IY - 7%, )

where ¥ and ¥ are the vectors of the target and predicted
GMM parameters at each frame, respectively. They are con-
catenated vectors of uy, o, and wy for each frame. The mid-
dle of Fig. 5 corresponds to this criterion.

4.1.2 Reconstruction Error of Spectral Envelopes

Since the extraction of the GMM parameters is estimated in-
dependently among utterances, the resulting GMM param-
eters are different even between contextually similar utter-
ances. For example, there is no guarantee that one unique
Gaussian function (e.g., k = 1) always fits the unique for-
mant (e.g., the first formant) of every utterance. This lack of
uniformity negatively affects the MSE-based training, i.e.,
different formants (e.g., first and second ones) are aver-
aged and disappear by statistical averaging. Figure 6 shows
two temporal trajectories of mean parameters: the py esti-
mated from two contextually similar utterances. We can
see that u, of the left- and right-sides is expected to draw
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Fig.5  The training criteria for DNN training. MSE is used for minimiz-
ing prediction errors of GMM parameters. IS div. is used for minimizing
reconstruction errors of spectral envelopes. Note that, GMM parameters
vary frame by frame, but frame notation (i.e., frame index) is omitted for
simple illustration.
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Fig.6  Temporal trajectories of mean parameters: y estimated from two
contextually similar utterances. u» of left- and right-sides is expected to
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Fig.7 Temporal trajectories of mean parameters: target u; and predicted
one [I. fIp is between yp and 3.

a similar trajectory but actually fit different respective for-
mants. Also, Fig. 7 shows two temporal trajectories of mean
parameters: the target one yy; and predicted one fi; from
the DNN trained by MSE minimization (Sect.4.1.1). We
can see that a temporal trajectory of [i, is between u, and
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us. This indicates that u, fits the second formant in one
utterance in speech analysis but fits the third formant in an-
other contextually similar utterance, as shown in Fig. 6. As
described above, this problem is caused by context-ignored
extraction of the target GMM parameters. Therefore, the tar-
get of DNN training should avoid the context-ignored pro-
cesses. Since the GMM parameters work to approximate
the spectral envelope, we can use the spectral envelope as
the target of DNN training. Therefore, we use a reconstruc-
tion error of spectral parameters. We minimize the error
between the observed spectral envelopes H(w) and approx-
imated ones G(w) reconstructed from the predicted GMM
parameters. The reconstruction error is the IS divergence
Lis(H, G), which is defined as

H H
L= | G ter g1 )

Here, G(w) is calculated from ¥ using Eq. (1). As described
in Sect. 2.1, the IS divergence has better peak-sensitive prop-
erty to quantify the similarity of two spectra, not GMM pa-
rameters. The DNN is pre-trained by only prediction er-
ror and followed by training using only reconstruction error.
This training can alleviate the problem of context-ignored
extraction discussed above. Of course, it is possible to train
a DNN without the pre-training. However, a preliminary ex-
periment confirmed that the quality of the synthetic speech
without the pre-training is significantly worse than that with
the pre-training.

4.1.3 Multi-Task Learning Using Prediction and Recon-
struction Errors

The above two criteria consider one error in training. Here,
we propose another criterion that minimizes the prediction
error and the reconstruction error simultaneously. The train-
ing criterion is the weighted sum of the two errors as fol-
lows:

L= Lyse(Y, V) + aLlis(H,G), (6)

where « is a weight. Equation (6) can be considered as
multi-task learning of minimizing the prediction error in the
GMM-parameter domain and the reconstruction error in the
spectral-envelope domain.

4.2 Variance-Scaling-Based Post-Filter

In this section, we discuss our post-filter for the GMM
parameters to enhance the quality of the TTS-synthesized
speech. We focus on a difference in the variance param-
eters of natural and synthetic speech. Figure 8 shows the
histograms of the variance parameters of natural and syn-
thetic speech respectively. We can see that the variance
parameters of natural speech are smaller than of synthetic
speech. This appears to be because the predicted variance
parameters are averaged by the statistical training of the
DNN. Since a variance parameter corresponds to sharpness
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Fig.8 Histograms of variance parameters: one estimated from natural
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Fig.9  Spectral envelopes with (solid line) and awithout (broken line)
post-filter. Post-filtering enhances peak and dip of spectrum (the coefficient
is 0.75).

of the resonance component, the large variance parameters
over-smoothen the spectral envelopes and degrade speech
quality.

To enhance the quality of synthetic speech, we use
a post-filtering method to scale variance parameters’.
The smaller the variance parameter is, the sharper the
Gaussian function. Therefore, we can obtain the formant-
enhancement effect by multiplying the variance parameters
by a constant emphasis coefficient of less than 1. This
variance scaling works to sharpen the GMM functions,
i.e., alleviates over-smoothing. Figure 9 shows the spec-
tral envelopes with and without post-filtering. We can see
that the peak and dip of the spectrum are enhanced due
to our post-filtering. Note that, in this paper, we con-
sider this variance scaling as a post-filter to enhance the
TTS-synthesized speech; however, the method is also ef-
fective for improving the quality of the analysis-synthesized
speech. We conducted a preliminary experiment using the
analysis-synthesized speech with and without variance scal-
ing and confirmed the quality improvements.

"This is a GMM-specific post-filtering method whereas the
cepstrum emphasis [17] is a mel-cepstrum-specific one.
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5. Experimental Evaluation

5.1 Experimental Evaluation for Analysis-Synthesized
Speech

5.1.1 Experimental Setup

We evaluated the quality of the analysis-synthesized speech
by using our framework. We conducted a preference AB
test. Twenty-five people participated in the experiment on
a crowdsourcing platform [18]. We used the JVS corpus, a
multi-speaker speaking voice corpus [19]. Male and female
speakers were randomly selected, and 100 utterances per
speaker were selected from the PARALLEL100 subset for
analysis-synthesis speech. The WORLD vocoder [11] (D4C
edition [12]) was used for extracting the spectral envelope,
Fy, and aperiodicity. The sampling frequencies were 16, 24,
and 48kHz, and the analysis window lengths were 1024,
1024 and 2048 samples respectively. The frame shift was
set to 5 ms. The number of mixed components of the GMMs
was set to 30 according to the results of a previous sub-
jective evaluation [20]. We used a peak-picking algorithm
implemented in MATLAB [21], but the Python version is
also available [22]. Picking peaks is equivalent to find local
maxima, and the algorithm simply finds data points that are
larger than the neighboring two points. After finding peaks,
we sorted them in frequency order and used the first K peaks
for initialization.

We compared the following acoustic features.

o GMM-LSP: GMM parameters estimated by the LSP-
based initialization method (Sect. 3.1)

¢ GMM-PEAK (ours): GMM parameters estimated
using our peak-picking-based initialization method
(Sect.3.2)

o MCEP40: 40-dimensional mel-cepstrum

o MCEP60: 60-dimensional mel-cepstrum

The comparisons with mel-cepstrum were not main aim of
this study; however, it is beneficial to evaluate the perfor-
mance of the GMM-based approximation.

5.1.2 Experimental Results

Table 1, Table 2, and Table 3 list the results for 16, 24,
and 48 kHz-sampled speech, respectively. GMM-PEAK has
no significant improvement in quality from GMM-LSP in
16 kHz-sampled speech. The result is reasonable because
LSP extraction works for the narrow-band speech as de-
scribed in Sect.3.1. Otherwise, it performed better than
GMM-LSP in 24kHz- and 48 kHz-sampled speech. Ac-
cording to these results, our peak-picking-based initializa-
tion method works in analysis-synthesis of full-band speech.

In comparison with mel-cepstrum, the quality of
GMM-PEAK is comparable with MCEP40 and MCEP60
in 24kHz-sampled speech. On the other hand, it is
significantly degraded compared to MCEP40 in 16kHz-

Table 1
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sampled analysis-synthesized speech.
method with p-value < 0.05.

Results of preference AB tests on naturalness of 16kHz-

Bold indicates more preferred

\ A | Scores p-value | B |
GMM-PEAK | 0.505 vs. 0.495 8.41 x 107! GMM-LSP
GMM-PEAK | 0.454 vs. 0.556 4.56 x 1072 MCEP40
GMM-PEAK | 0.455vs.0.545 7.21 x 1072 MCEP60

Table 2

sampled analysis-synthesized speech.
method with p-value < 0.05.

Results of preference AB tests on naturalness of 24 kHz-

Bold indicates more preferred

\ A | Scores p-value | B |
GMM-PEAK | 0.570vs.0.430 5.03x 1073 GMM-LSP
GMM-PEAK | 0.520vs.0.480 4.24x 107! MCEP40
GMM-PEAK | 0.470 vs. 0.530 2.31x107! MCEP60

Table 3  Results of preference AB tests on naturalness of 48 kHz-
sampled analysis-synthesized speech. Bold indicates more preferred
method with p-value < 0.05.

| A | Scores p-value | B |
GMM-PEAK | 0.690 vs. 0.310 <107 | GMM-LSP
GMM-PEAK | 0.365vs.0.635 < 10~'0 | MCEP40
GMM-PEAK | 0.345vs.0.655 <1079 | MCEP60

and 48 kHz-sampled speech and MCEP60 in 16 kHz- and
48 kHz-sampled speech. We expect that optimizing the
number of mixture components can alleviate this degrada-
tion. Automatic optimization of the number of mixture com-
ponents is for future work.

5.2 Experimental Evaluation for TTS-Synthesized Speech

5.2.1 Experimental Setup

We evaluated the quality of TTS-synthesized speech. Fifty
people participated in this experiment. We used the JSUT
corpus, a corpus of speech spoken by a single female
speaker [23], as a training dataset. We selected 4,500 and
500 utterances from the subset BASIC5000 for training and
validation, respectively. We also selected 100 utterances
from the subset VOICEACTRESS100 for evaluation.

The sampling frequencies were 24 and 48kHz. The
conditions of acoustic feature extraction were the same as
those mentioned in Sect.5. The DNN architectures were
feed-forward networks that included three hidden layers,
each of which has 1024 units and rectifier linear units as
activation functions [24]. The weights and biases for each
layer are randomly initialized. The input linguistic features
were 535-dimensional context information normalized in
the range of 0.01 to 0.99. The speech features output from
the DNNs were 3 X 30-dimensional GMM parameters, log-
scaled continuous F, averaged parameters of aperiodicity
in five bands [25], their dynamic features (A and AA), and
the voiced/unvoiced flag. These features are standardized
to mean 0 and variance 1 The weight of IS divergence « in
IS+MSE is set to 1073 to match the scales of MSE and IS
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Table 4 Results of preference AB tests on naturalness of 24 kHz-
sampled synthetic speech. Bold indicates more preferred method with p-
value < 0.05.

| A | Scores p-value | B |
IS 0.632 vs. 0.368 < 10710 MSE
MSE+IS | 0.704vs. 0296 < 10710 MSE
MSE+IS | 0.504 vs.0.496  8.58 x 107! IS
MSE+IS | 0.468 vs.0.532  1.53x 107! | MCEP40
MSE+IS | 0.448 vs.0.552  2.00x 107! | MCEP60
Table 5 Results of preference AB tests on naturalness of 48 kHz-

sampled synthetic speech. Bold indicates more preferred method with p-
value < 0.05.

| A | Scores p-value | B ‘
IS 0.928 vs. 0.072 < 10710 MSE
MSE+IS | 0.822vs. 0.178 < 10710 MSE
MSE+IS | 0.508vs. 0492 7.21x 107! IS
MSE+IS | 0484vs.0.516 4.75x 107! | MCEP40
MSE+IS | 0428 vs.0.572 1.24x 1073 | MCEP60

divergence. We compared following methods.

e MSE (ours): DNN w/ GMM parameters, trained by
only MSE (Sect. 4.1.1)

o IS (ours): DNN w/ GMM parameters, trained by only
IS divergence (Sect.4.1.2)

o MSE+IS (ours): DNN w/ GMM parameters, trained
by MSE and IS divergence (Sect. 4.1.3)

o MCEP40: DNN using 40-dimentional mel-cepstrum

o MCEP60: DNN using 60-dimentional mel-cepstrum

DNNs of MCEP40 and MCEP60 were trained based on
minimization of MSE in the mel-cepstrum domain [10].

5.2.2  Comparison of Training Criteria

Table 4 and Table 5 list the results for 24 kHz- and 48 kHz-
sampled speech, respectively. IS and IS+MSE performed
significantly better than MSE in 24 kHz- and 48 kHz-
sampled speech to the same extent. According to these re-
sults, introducing spectral reconstruction improved speech
quality.

In comparison with mel-cepstrum, the quality of
MSE+IS was comparable with MCEP40 in 24 kHz- and
48 kHz-sampled speech and MCEP60 in 24 kHz-sampled
speech. On the other hand, it was performed worse than
MCEP60 in 48 kHz-sampled speech; however, its score was
not much lower as the that of analysis-synthesis. There was
no significant difference in the quality of 24 kHz-sampled
TTS-synthesized speech. For 48 kHz-sampled synthetic
speech, there was no difference in the quality between
MSE+IS and MCEP40. According to these results, the
DNN could learn speech characteristics efficiently from the
GMM parameters.

5.2.3 Effect of Post-Filtering

To evaluate the quality of post-filtered synthetic speech,
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Table 6 Results of preference AB tests on naturalness of 24 kHz-
sampled synthetic speech. Bold indicates more preferred method with p-
value < 0.05.

| A ‘ Scores
| MSE+IS (post-filtered) | 0.720 vs. 0.280

p-value | B |
<107° [ MSE+IS |

Table 7 Results of preference AB tests on naturalness of 48 kHz-
samples speech. Bold indicates more preferred method with p-value
< 0.05.

| A | Scores
| MSE+IS (post-filtered) | 0.609 vs. 0.391

p-value | B |
1.08 x 104 | MSE+IS |

we conducted a preference AB test using non-filtered (i.e.,
MSE+IS) and filtered speech. The other condition was the
same as that mentioned in Sect.5.2. The post-filter coeffi-
cient was set to 0.75. Experimental results using other coef-
ficients are shown in Appendix.

The results are shown in Table 6 and Table 7. The
synthetic speech post-filtered obtained a significantly higher
score. This indicates that formant enhancement based on
variance parameter scaling is effective for improving the
quality of synthetic speech.

6. Conclusion

We proposed a speech analysis-synthesis and DNN-based
TTS framework for full-band speech using GMM parame-
ters. The GMM parameters are promising as acoustic fea-
tures in SPSS. The framework also consisted of a peak-
picking initialization method for the iterative estimation
algorithm to apply the GMM approximation to full-band
speech. We introduced criteria for not only the error be-
tween the GMM parameters but also for the reconstruction
error of the spectral envelope for the DNN training. We
also developed a post-filter for our framework, which is
based on variance scaling to improve the quality of synthetic
speech. The experimental results of evaluating our frame-
work indicated that 1) our initialization method outperforms
the conventional one in the quality of analysis-synthesized
speech; 2) it is effective to introduce the reconstruction error
of the spectra to train a DNN using the GMM parameters,
and the GMM parameters have a representation from which
the DNNs can efficiently learn speech features; and 3) our
variance-scaling-based post-filter is effective in improving
the quality of synthetic speech. Future work includes opti-
mizing the number of mixture components and improving
extraction accuracy.
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Appendix: Detailed Investigation of Post-Filter Coeffi-

cients

In Sect.5.2.3, we used 0.75 of the post-filter coefficient.
To deeply discuss the effect of the coefficient in natural-
ness, we evaluated synthetic speech enhanced with a va-
riety of coeflicients in both 24 and 48kHz of sampling
rates. Changing the coefficient from 0.55 (over-emphasis) to
1.00 (non-emphasis), we conducted five-scale mean opinion
score (MOS) tests on naturalness. 100 listeners participated
in each test. Each listener answered to 30 speech samples.
Figure A-1 and Fig. A-2 show the results. First, the
scores gently increase as the coefficient decreases from
1.00 to 0.75. Therefore, we can say that 0.75 we used in
Sect. 5.2.3 is the best setting. However, over-emphasis set-
ting, i.e., coefficients lower than 0.60, significantly degrades
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Fig.A-1  MOS of naturalness of 24 kHz-sampled, post-filtered synthetic
speech. Error bar indicates 95% confidence interval.
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Fig.A-2  MOS of naturalness of 48 kHz-sampled, post-filtered synthetic
speech. Error bar indicates 95% confidence interval.
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the naturalness. One reason of this observation is spec-
trum reduction at high frequency. As shown in Fig.9, our
post-filter enhances the spectrum peak but simultaneously
reduces spectra at high frequency’.
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