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A Multiobjective Optimization Dispatch Method of Wind-Thermal
Power System

Xiaoxuan GUO†,††a), Renxi GONG†, Haibo BAO†††, Nonmembers, and Zhenkun LU††††b), Member

SUMMARY It is well known that the large-scale access of wind power
to the power system will affect the economic and environmental objectives
of power generation scheduling, and also bring new challenges to the tra-
ditional deterministic power generation scheduling because of the intermit-
tency and randomness of wind power. In order to deal with these problems,
a multiobjective optimization dispatch method of wind-thermal power sys-
tem is proposed. The method can be described as follows: A multiobjective
interval power generation scheduling model of wind-thermal power system
is firstly established by describing the wind speed on wind farm as an inter-
val variable, and the minimization of fuel cost and pollution gas emission
cost of thermal power unit is chosen as the objective functions. And then,
the optimistic and pessimistic Pareto frontiers of the multi-objective in-
terval power generation scheduling are obtained by utilizing an improved
normal boundary intersection method with a normal boundary intersection
(NBI) combining with a bilevel optimization method to solve the model.
Finally, the optimistic and pessimistic compromise solutions is determined
by a distance evaluation method. The calculation results of the 16-unit
174-bus system show that by the proposed method, a uniform optimistic
and pessimistic Pareto frontier can be obtained, the analysis of the impact
of wind speed interval uncertainty on the economic and environmental in-
dicators can be quantified. In addition, it has been verified that the Pareto
front in the actual scenario is distributed between the optimistic and pes-
simistic Pareto front, and the influence of different wind power access levels
on the optimistic and pessimistic Pareto fronts is analyzed.
key words: interval multi-objective optimization, improved normal bound-
ary intersection method, bilevel optimization, optimistic Pareto optimal
front, pessimistic Pareto optimal front

1. Introduction

In the context of the growing global energy crisis and envi-
ronmental pollution, clean energy is of high demand of fu-
ture power system. Wind power technology, with clean and
renewable advantages, has gained rapid development over
the last decade, and the scale of electricity generation ca-
pacity has greatly increased year by year. Wind power is
conducive to the realization of the adjustment of primary
energy structure of the power grid, and the improvement of
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the environmental benefits of the power grid. However, its
large-scale grid-connection will also increase the difficulty
of power generation scheduling due to its intermittency and
randomness [1]–[4], and makes it difficult to adapt to the tra-
ditional deterministic dispatching system.

It has become a hot issue to reasonably consider the un-
certainty of wind power generation and seek a more perfect
power dispatch scheme. According to different descriptions
of the uncertainty, the schemes of wind power dispatch-
ing optimization can be categorised into the following two
aspects:
(1) The stochastic optimization method [5]–[12]. Generally
speaking, the prediction error of wind speed or wind speed
is expressed as a random distribution. Based on the random
scene of wind speed, chance constraints can be considered
in the model. In the studies of [5]–[8], the wind speed is
described as a random variable that obeys the Weibull dis-
tribution, an economic dispatch model with respect to the
probability of simultaneous wind energy and solar energy
power generation has been established, and the scheduling
scheme under different operating conditions has been exam-
ined. In [9]–[12], a model of chance constrained economic
dispatch is built by taking the deviation between the actual
output and predictive value of wind power as random vari-
ables, and the scheduling scheme with certain probability is
obtained. Although the stochastic optimization method is
widely used at present, and there is much literature about
it, the random optimization method needs to know the exact
random distribution of wind speed, and it is usually difficult
to accurately fit the random distribution of wind speed due
to the limitation of historical data. At the same time, the
reasonable construction of wind power scene lacks theoret-
ical proof, which is also one of the limiting factors of the
application of this method.
(2) The interval or robust optimization. In [13]–[16], the
wind speed is modeled as an interval value, with the focus
on the influence of the uncertainty of wind power intervals
on the optimal solution (optimistic solution) and the worst
solution (pessimistic solution). Based on the Stackelberg
game theory, the optimal scheduling problem of power gen-
eration with wind power under the interval extreme scenario
is studied in Ref. [16]. In [17], [18], the general modeling
method of wind power uncertainty set is proposed by robust
optimization. In the interval or robust optimization method,
the wind power is modeled as an uncertain set, the extension
information of uncertainty value is only needed to input, and
few statistics are needed. Therefore, modeling is relatively
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easy.
However, for the above two types of method, it is dif-

ficult to accurately fit the probability distribution of wind
speed or the output of wind power, which greatly affects the
accuracy of the stochastic economic dispatch model.

In addition, up to now, in the researches on the wind
power optimal scheduling [19]–[22] has rarely been consid-
ered the impact of wind power interval uncertainty on mul-
tiple optimization objectives such as economical and envi-
ronmental objectives of the scheduling scheme. Although
the multi-objective interval optimization problem has been
studied in [23], it is only solved by simple interval operation,
and the result is not accurate.

Therefore, in order to be able to consider the uncer-
tainty of wind power and multi-objective optimal schedul-
ing objectives at the same time, an optimal dispatch method
of wind-thermal power system is proposed. With the wind
speed described as interval variable and the fuel cost of
thermal power unit and emission cost of gaseous contam-
inants acted as objective functions, a multi-objective inter-
val power generation dispatch model of wind-thermal power
system is firstly established. Meanwhile, in order to more
effectively solve the problem, an improved normal bound-
ary intersection (NBI) method is proposed by appropriately
combining the interval optimization technique and normal
boundary intersection method.

To be more specific, firstly, the improved NBI is used
to convert the multi-objective interval optimization problem
into a set of single-objective interval optimization problems.
Next, two deterministic mathematical optimal models are
generated by using the two-level combinatorial optimization
to reprogram each single-objective interval optimization.
Furthermore, the deterministic optimization model is solved
by introducing the interior point method, and two Pareto so-
lutions, namely the optimistic and pessimistic solutions, are
obtained respectively. Lastly, the optimistic and pessimistic
Pareto frontiers of the multi-objective interval optimization
are constructed according to the optimistic Pareto solution
and the pessimistic Pareto solution of each single objective
interval, and optimistic and pessimistic compromise solu-
tion of these two Pareto results is finally figured out through
the distance evaluation method.

The calculation results of the 16-unit 174-bus real sys-
tem show that the uniform optimistic and pessimistic Pareto
optimal solution set can be obtained by the established
model and proposed method, which can be used to quantita-
tively analyze the impact of wind power on the economic
and environmental cost of power generation dispatching,
thus providing the reference for the actual dispatching de-
cision of power system.

2. A Multi-Objective Interval Optimization Model for
Wind-Thermal Power Generation Dispatching

2.1 Interval Model of Wind Farm

The output power of wind farm is the sum of the output

power of each wind turbine generator, and the output power
of the wind turbine is stochastic because of the random fluc-
tuation of the wind speed. Assume that the wind speed of
each wind turbine unit is the same at the same time, the out-
put active power of the wind farm can be expressed as:

PW = nW PWg (1)

PWg =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, v ≤ vin, v > vout

a + bv, vin ≤ v ≤ vr

Pr, vr ≤ v ≤ vout

(2)

Where, PW is the active output of wind farm, nW is the num-
ber of wind turbines on wind farms, PWg stands for the ac-
tive output of a single wind turbine, v represents the actual
wind speed of wind farm, vin, vout, and vr are the cut-in wind
speed, cut-out wind speed, and rated wind speed, respec-
tively; Pr is the rated output power of wind turbines; PWg is

the actual output power of wind turbine; a =
Prvin

vin − vr
and

b =
Pr

vr − vin
are constants.

Based on the boundary information of wind speed fluc-
tuation obtained from a large number of statistical data, the
wind speed interval variable can be defined as:

v± = [v−, v+] (3)

Where, v+ and v− are upper and lower borders of v±, the
actual wind speed v can be an arbitrary value in the interval
[v−, v+]. Due to the uncertainty of the interval of wind speed,
the output powers of wind turbine and wind farm are both
interval variables according to Eqs. (1) and (2). Therefore,
they can be expressed as P±Wg, P±W . It should be noted that
the input condition of the proposed model is the wind speed
range which is known, and P±Wg and P±W are the intermediate
variables of the model.

2.2 Model of Wind-Thermal Power Generation Dispatch-
ing

Based on the assumption that all the wind power output is
from the electric power system, taking the economic cost
and the minimum environmental cost as the objective func-
tion, a multi-objective interval generation scheduling model
is set up as follows:
(1) Objective functions
The minimization of the economic cost of thermal power
unit fC , which refers to the objective function of the mini-
mum coal consumption cost:

min fC =
NT∑
i=1

(
aiP

2
Ti + biPTi + ci

)
(4)

Where, PTi is the active power output of the ith thermal
power unit; ai, bi and ci are parameters of economic cost
of the ith thermal power turbine, and NT refers to the num-
ber of the ith thermal power units in the power system. The
minimization of the environmental cost of thermal power
unit fE , namely, the objective function of the emission of
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polluting gases of the power unit is:

min fE =

NT∑
i=1

(
αiP

2
Ti + βiPTi + γi + δie

λiPTi
)

(5)

Where, αi, βi, γi, δi and λi are the coefficients of pollution
discharge of the thermal power unit.
(2) Constrained conditions
The equilibrium constraint of system power to be considered
is the constraint with the network loss ignored, that is:

NT∑
i=1

PTi +

NN∑
i=1

P±Wi − PD = 0 (6)

Where, PD is the total active load of power system. The
uncertain output of wind power interval can be determined
by Eqs. (1) to (3).

The output constraint of each thermal power unit is:

PTi ≤ PTi ≤ PTi; i = 1, L,NT (7)

Where, PTi and PTi are the lower and upper bounds of the
active output of the ith thermal power unit.

The positive spinning reserve capacity constraint is:

NT∑
i=1

(PTi − PTi) ≥ USR (8)

Where, USR is the standby requirement for the routine sys-
tem operation. The output of one of the largest thermal
power units is usually given for the current period, that is
USR = max{PTi}.

If the network constraints and security constraints of
the system need to be considered, then the distributed trans-
fer factor of the network can be used to transform the branch
power constraint into the node injection power constraint.
This is not the focus of this study, thus not being considered
in the above model.

3. Solution of Multi-Objective Interval Optimization

In the multi-target interval generation scheduling model, the
interval uncertainty of wind speed needs to be taken into
account, so that the objective function and the generating
capacity of each unit will be the interval quantities. Mean-
while, the environmental cost and economic cost are taken
as the objective functions, and what is sought is the multi-
objective optimal solution of network power balance equa-
tion and physical limitation of electrical equipment satisfied.

By utilizing the traditional multi-objective generation
scheduling, a solution set satisfying Pareto can be obtained.
That is, Pareto optimal frontier. It should be noted that each
solution on the Pareto frontier is a definite quantity. Because
of the interval uncertainty of wind speed, by the schedul-
ing, two Pareto frontiers can be gained: one of the best
Pareto frontiers, that is, optimistic Pareto frontier; and rel-
atively, a worst Pareto frontier, namely, pessimistic Pareto
frontier. According to the actual wind velocity fluctuation

scenario, the actual Pareto frontier is necessarily distributed
between the optimistic Pareto frontier and the pessimistic
Pareto frontier.

The general model Eqs. (4)–(8) of the multi-objective
interval power dispatching can be reframed as the follow-
ing:

min
(

f1(x, u±), f2(x, u±)
)

s.t. h(x, u±) = 0

g(x, u±) ≤ 0 (9)

Where, f1 and f2 are the objective functions of the multi-
objective interval optimization; h(x, u±) = 0 and g(x, u±) ≤
0 are the equality and inequality constraint of the model, re-
spectively; x is the adjustable quantity of the multi-objective
optimization, that is, the unknown solution; u± is the indefi-
nite quantity, whose average is u0 = (u− + u+)/2.

Obviously, Eq. (9) can not be directly solved. In this
paper, we propose a method for solving it. By the method,
the solution process can be outlined as follows: firstly, the
improved NBI method is used to transform it into a single
objective optimization problem, and then, the interval opti-
mization method is utilized to determine the solution of each
single objective optimization problem, thus determining the
Pareto frontier of the problem; finally, the distance evalua-
tion method is employed to optimize the optimistic Pareto
compromise and pessimistic Pareto compromise solution.

4. Improved NBI Method

The NBI method can be used to construct a relatively uni-
form Pareto frontier by means of a space transformation and
projection intercept [24], [25], which has good application
effect in solving the multi-objective optimization problem
of power system. The main steps of the NBI method [26]–
[28].

The main improvements made are as follows: (1) The
interval uncertainty of u± is used to obtain the mean u0, the
endpoints of the Utopia line are determined and the normal-
ized space of the objective function is established. (2) The
optimal intercept problem is not considered as the deter-
ministic optimization problem, but the interval optimization
problem, which can get two extremes of the optimistic and
pessimistic Pareto frontier.

4.1 Normalization of Objective Function

By substituting the average u0 of the interval uncertainty u±
into Eq. (9), a certain multi-objective optimization problem
is obtained. With the f1 and f2 as the optimization objec-
tives, the following two optimization problems are estab-
lished:

min f1(x, u0)

s.t. h(x, u0) = 0

g(x, u0) ≤ 0 (10)

min f2(x, u0)
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s.t. h(x, u0) = 0

g(x, u0) ≤ 0 (11)

By solving Eqs. (10)–(11), the single objective optimal so-
lutions x1∗ and x2∗ can be obtained. The line segment
with ( f1(x1∗, u0), f2(x1∗, u0)) and ( f1(x2∗, u0), f2(x2∗, u0)) as
the endpoints is called Utopia line.

In order to avoid the numerical problems caused by dif-
ferent dimensions of the objective functions, the space of
the objective function can be normalized and transformed
as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

f 1 =
f1(x, u±) − f1(x1∗, u0)
f1(x2∗, u0) − f1(x1∗, u0)

f 2 =
f2(x, u±) − f2(x2∗, u0)
f2(x1∗, u0) − f2(x2∗, u0)

(12)

Where, f 1 and f 2 are normalized objective functions,
f1(x1∗, u0) and f2(x2∗, u0) are the best points, and f1(x2∗, u0)
and f1(x2∗, u0) are the worst points.

4.2 Normal Vector Projection

Figure 1 is a functional space that is normalized according
to Eq. (12). It is assumed that the line segment between
Utopia segments is divided into m segments, and the coor-
dinate (ai, bi) of the endpoints Xi; i = 0, 1, L,m of each line
segment can be defined as:

(ai, bi) = β2(0, 1) + β1(1, 0) = (β1, β2) (13)

Where, β1 and β2 are the weights of the two endpoints, re-
spectively. From Fig. 1, the further determination can be
made:

(ai, bi) = β2(0, 1) + β1(1, 0) = (β1, β2) (14)

4.3 Solution of the Intercept Optimization Problem

With the point Xi of the Utopia line as the starting point,
along the normal direction of the Utopia line, the point of

Fig. 1 Pareto frontier and utopia line of normalized objectives.

intersection with the Pareto front is just the optimal solution
Yi; i = 0, 1, · · · ,m of the multi-objective optimization prob-
lem (10)-(11). The normal vector is �n = −(1, 1), from which
the coordinates of Yi can be derived as (ci, di):

(ci, di) = (ai, bi)−Di
r
n =

(
ai− 1√

2
Di, bi− 1√

2
Di

)
(15)

Where Di is the distance between point Xi and point Yi,
which stands for the maximum distance from the Utopia line
to the target spatial domain boundary. Since ci and di are
the normalized objective functions f 1 and f 2, from Eq. (12),
Eq. (15) can be organized as:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

f1(x, u±) − f1(x1∗, u0)
f1(x2∗, u0) − f1(x1∗, u0)

− i
m
+

1√
2

Di = 0

f2(x, u±) − f2(x2∗, u0)
f1(x1∗, u0) − f1(x2∗, u0)

− 1 +
i
m
+

1√
2

Di = 0

(16)

According to Eq. (15), the optimal solution on the front edge
of Pareto is determined by the distance Di. Having obtained
all the optimal solutions Yi, the Pareto front of the multi-
objective optimization problem can be described. Thus, the
original multi-objective optimization problem can be trans-
formed into the following m + 1 single-objective optimiza-
tion problems:

min −Di

s.t.
f1(x, u±) − f1(x1∗, u0)
f1(x2∗, u0) − f1(x1∗, u0)

− i
m
+

1√
2

Di = 0

f2(x, u±) − f2(x2∗, u0)
f2(x1∗, u0) − f2(x2∗, u0)

− 1 +
i
m
+

1√
2

Di = 0

h(x, u±) = 0

g(x, u±) ≤ 0 (17)

Equation (17) contains interval uncertainty u±. The prob-
lem is a non-linear interval optimization problem. Obvi-
ously, due to the effects of the uncertain u± variables, the
intercept values obtained by the interval variables should be
Di = [D−i ,D

+
i ], which are the maximum intercept D+i and

the minimum intercept D−i , and then the optimistic Pareto
solution Y+i and pessimistic Pareto solution Y−i can be de-
termined. Accordingly, the optimistic Pareto front and pes-
simistic Pareto front can be drawn out.

The interval programming problem of Eq. (17) can be
transformed into two bilevel programming with maximum
intercept problem and minimum intercept problem [29],
specifically as follows:
(1) Maximum intercept problem

min −Di

s.t. u− ≤ u ≤ u+

x ∈ arg min
x
−Di

s.t.
f1(x, u) − f1(x1∗, u0)

f1(x2∗, u0) − f1(x1∗, u0)
− i

m
+

1√
2

Di = 0

f2(x, u) − f2(x2∗, u0)
f2(x1∗, u0) − f2(x2∗, u0)

− 1 +
i
m
+

1√
2

Di = 0
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h(x, u) = 0

g(x, u) ≤ 0 (18)

Equation (18) can be changed to the single-layer optimiza-
tion problems as follows:

min −Di

s.t. u− ≤ u ≤ u+

f1(x, u) − f1(x1∗, u0)
f1(x2∗, u0) − f1(x1∗, u0)

− i
m
+

1√
2

Di = 0

f2(x, u) − f2(x2∗, u0)
f2(x1∗, u0) − f2(x2∗, u0)

− 1 +
i
m
+

1√
2

Di = 0

h(x, u) = 0

g(x, u) ≤ 0 (19)

Equation (19) is a non-linear programming problem that can
be solved directly using the original dual interior point algo-
rithm [30].
(2) Minimum intercept problem

max −Di

s.t. u− ≤ u ≤ u+

x ∈ arg min
x
−Di

s.t.
f1(x, u) − f1(x1∗, u0)

f1(x2∗, u0) − f1(x1∗, u0)
− i

m
+

1√
2

Di = 0

f2(x, u) − f2(x2∗, u0)
f2(x1∗, u0) − f2(x2∗, u0)

− 1 +
i
m
+

1√
2

Di = 0

h(x, u) = 0

g(x, u) ≤ 0 (20)

Equation (20) is a bilevel non-linear programming problem,
which can be transformed into a non-linear programming
problem with complementary constraints by replacing its
underlying problem with its dual feasible constraints. The
detailed solution technology can be referred to [31].

5. Choice of Compromise Solution

Having obtained the optimistic Pareto frontier and pes-
simistic Pareto frontier by the improved NBI method
and interval optimization method, the distance evaluation
method [32] can be used to determine the optimistic Pareto
and pessimistic Pareto compromise solution. In Fig. 1, for
example, the distance indicator defined by Eq. (15) is as
follows:

Li =

√
c2

i + d2
i

=

√(
ai − 1√

2
Di

)2

+

(
bi − 1√

2
Di

)2

=

√(
i
m
− 1√

2
Di

)2

+

(
1 − i

m
− 1√

2
Di

)2

(21)

Equation (21) stands for the distance of the Pareto front from

the origin (0, 0), and the nearest solution from the origin is
chosen as the compromise solution, which is the very solu-
tion satisfying min{Li; i = 0, 1, 2, · · · ,m}.

6. Solution Procedure

The specific steps of the multi-objective interval generation
dispatching method can be described as follows:
(1) The multi-objective interval optimization model of the
power dispatching of power system is established by intro-
ducing the interval distribution of the wind speed of the wind
farm, as shown in Eqs. (4)–(8);
(2) The original multi-objective interval optimization prob-
lem is transformed into m + 1 interval non-linear program-
ming problems by using the improved NBI method, as
shown in Eq. (17);
(3) The interval non-linear programming Eq. (17) is con-
verted into a non-linear programming Eq. (19) and a bilevel
non-linear programming Eq. (20). That is, the original
multi-objective interval optimization is transformed to m+1
non-linear programming and m + 1 bilevel non-linear pro-
gramming frameworks;
(4) The original dual internal point algorithm and dual feasi-
ble constraint method are used to solve the problems of the
non-linear programming and double-layer non-linear pro-
gramming, thus obtaining m+ 1 maximum intercept D+i and
minimum intercept D−i ;
(5) According to the maximum intercept D+i and the min-
imum intercept D−i , m + 1 optimistic Pareto solutions and
m + 1 pessimistic Pareto solutions are obtained, thus draw-
ing out the optimistic Pareto frontier and pessimistic Pareto
front;
(6) The distance evaluation method is used to determine
the compromise solution of the optimistic Pareto and
pessimistic Pareto.

Fig. 2 Process of improved NBI method.
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The process of the improved NBI method is shown as
in Fig. 2.

7. Analysis of Calculation Results

7.1 System Overview

In order to verify the effectiveness of the proposed method
and built model, an experimental system is constructed. The
configuration of the system is as follow: The CPU frequency
of the computer platform is 3.2 GHz × 2, Memory is 8GB.
The selected test system is a 16-unit 174-bus system of a
provincial power grid in China Southern Power Grid, and
the total active load of the system is 4688MW. The eco-
nomic cost parameters of each thermal power generating
unit and the cost parameters of the pollutant emission are
shown in Table A· 1 (Schedule 1), and the wind farm pa-
rameters and air velocity prediction intervals are shown in
Table A· 2 (Schedule 2).

7.2 Analysis of Pareto Solution Set

The wind speed of each wind field is set to the mean value
of the forecast interval of Schedule 2. With the minimum
economic cost and the minimum pollutant emission as the
objective functions, the endpoints of the Utopia line deter-
mined by the improved NBI method are shown in Table 1.

The optimistic and pessimistic Pareto frontier of the
multi-objective interval generation dispatching determined
by the improved NBI method is shown as in Fig. 3, with the
number of segments of the Utopia line set as m = 20. Ob-
viously, the optimistic and pessimistic Pareto frontiers ob-
tained by the improved NBI method are evenly distributed
in a two-dimensional coordinate system, and the dispatcher
can select the optimal solution needed to set the schedul-
ing scheme. The distance between the Pareto frontier and

Table 1 Extreme points of utopia line.

Fig. 3 Comparison of optimistic Pareto frontier and pessimistic Pareto
frontier.

the pessimistic Pareto frontier reflects the influence of the
uncertainty of the wind speed interval on the result of the
multiple-target interval generation scheduling.

The optimistic Pareto solution set and pessimistic
Pareto solution set corresponding to Fig. 3 are shown in Ta-
ble 2 and Table 3. The distance evaluation method is used
to choose the compromise solution. Firstly, a sort of dis-
tance index Pareto solution is made, then, a selection of
the minimum distance index solution as a compromise so-
lution is performed, and then the optimistic Pareto compro-
mise solution can be determined as fOC = 85.7541 ($/h) and
fOE = 544.0679 (10−4t/h) and the pessimistic Pareto com-
promise solution as fPC = 86.4197 ($/h) and fPE = 571.1074
(10−4t/h).

In order to verify the relationship between the Pareto
frontier and the optimistic and pessimistic Pareto fron-
tier under the actual wind speed scenario, three kinds of
wind speed scenarios are chosen according to Schedule 1,
whose wind speed and wind farm output power are shown
in Table 4, and a deterministic multi-objective generation
scheduling model is established. The Pareto frontiers ob-
tained under the three scenarios are shown in Fig. 4. Clearly,
all the Pareto frontiers of the three scenarios are distributed
between the optimistic and pessimistic Pareto frontier. What
should be stated here that the three scenarios in Fig. 4 are the
arbitrarily chosen scenarios, and the wind farm output is ar-
bitrarily selected in the interval, and the similar results can
be obtained. It is possible to foresee that the actual Pareto

Table 2 Optimistic pareto frontier.
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Table 3 Pessimistic pareto frontier.

Table 4 Wind speed and wind farm output under 3 scenarios.

frontier in the actual wind speed scenario will also be dis-
tributed between the optimistic and pessimistic Pareto fron-
tier. That is, the optimistic and pessimistic Pareto frontier
contains all the possibilities of the actual Pareto frontier.

Obviously, compared with the existing stochastic eco-
nomic scheduling and robust economic scheduling, the
model and method proposed in this paper can effec-
tively deal with multiple objective functions of economic
scheduling and achieve the comprehensive coordination and
optimization of economy and environment. Compared with
the traditional multi-objective economic scheduling, the
wind speed is modeled as an interval variable, which can

Fig. 4 The relationship among optimistic, pessimistic and actual Pareto
frontiers.

Fig. 5 The capacity of wind power effect on optimistic Pareto frontier.

consider the influence of wind power uncertainty on eco-
nomic scheduling results. As shown in Fig. 4, in the tra-
ditional multi-objective economic dispatching method, the
wind power is taken as the deterministic quantity in scene-
rio #1, #2, #3, and the Pareto frontier obtained ignores the
uncertainty of wind power, therefore, the practical appli-
cability of the economic dispatching results obtained are
questionable.

7.3 Impact of Wind Power Access Capacity on the Results

In Fig. 5 and Fig. 6 are shown the optimistic Pareto fron-
tier and the pessimistic Pareto frontier of each wind farm in
Table 1 with proportional access to the power system. In
Table 5 is a compromise solution for the multi-objective in-
terval power generation scheduling under the different wind
power access levels. As the proportion of wind power in-
creases from 0% to 100%, the optimistic Pareto frontier and
the pessimistic Pareto frontier gradually close to the axis,
indicating that the wind power access reduces the economic
cost and environmental cost of the thermal power plant.

As the proportion of wind power access decreases
from 100% to 0%, the interval uncertainty of the power
system gradually decreases, and the distance between the
optimistic Pareto frontier and the pessimistic Pareto frontier
gradually shrinks, eventually narrowing to a Pareto frontier.
When the proportion of wind power is 0%, there is no un-
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Fig. 6 The capacity of wind power effect on pessimistic Pareto frontier.

Table 5 Compromise solution under different wind power level.

certainty in the power system without the wind power grid-
connection considered. The multi-target interval power gen-
eration scheduling degenerates into a deterministic multi-
objective power generation scheduling problem, and the
curves of the optimistic Pareto frontier and the pessimistic
Pareto frontier will overlap together. Accordingly, the op-
timistic Pareto compromise solution and pessimistic Pareto
compromise solution obtained by the distance assessment
methods will also coincide at a point, as shown in Table 5,
and fPC = fOC = 87.8325 ($/h), fPE = fOE = 600.7722
(10−4t/h).

8. Conclusion

In this paper, a study of the dispatching problems of wind-
thermal power system is made, and a multi-objective inter-
val generation dispatching model considering wind power
is established, and an improved normal boundary intersec-
tion method is utilized to solve the model. The calculation
results of the actual system of 16-unit 174-bus show that:
(1) An uniform optimistic and pessimistic Pareto optimal so-
lution set can be obtained by the established model and pro-
posed method, which can be used to quantitatively analyze
the impact of wind power on the economic and environmen-
tal cost of power generation dispatching.
(2) The actual Pareto frontier in the actual wind speed scene
is distributed between the optimistic and pessimistic Pareto
frontiers, which contains all the possibilities of the actual
Pareto frontier.
(3) The distance between the optimistic and pessimistic
Pareto frontiers can well reflect the uncertainty of the system

interval, and the larger the scale of wind power grid con-
nected, the stronger the interval uncertainty of power sys-
tem, and the greater the distance between the optimistic and
pessimistic Pareto frontiers.

In addition, the proposed improved normal boundary
intersection method has good portability and robustness. We
will use it to solve multi-objective interval unit commitment
and other problems in the future work.
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Table A· 2 Parameter of wind farms.
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