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A Simple but Efficient Ranking-Based Differential Evolution

Jiayi LI†, Lin YANG†, Junyan YI††, Haichuan YANG†, Yuki TODO†††, Nonmembers,
and Shangce GAO†a), Member

SUMMARY Differential Evolution (DE) algorithm is simple and effec-
tive. Since DE has been proposed, it has been widely used to solve vari-
ous complex optimization problems. To further exploit the advantages of
DE, we propose a new variant of DE, termed as ranking-based differential
evolution (RDE), by performing ranking on the population. Progressively
better individuals in the population are used for mutation operation, thus
improving the algorithm’s exploitation and exploration capability. Experi-
mental results on a number of benchmark optimization functions show that
RDE significantly outperforms the original DE and performs competitively
in comparison with other two state-of-the-art DE variants.
key words: differential evolution, rank, population update

1. Introduction

With the emergence of various complex optimization prob-
lems in the real world, meta-heuristic algorithms have be-
come a mainstream method to solve these problems with
high efficiency. Representative meta-heuristic algorithms
include: genetic algorithm [1], which mimics the evolution-
ary mechanism of biological populations, particle swarm
optimization [2], [3], which is designed to simulate the
predatory behavior of bird flocks, differential evolution
(DE) [4], [5], which uses a differential mutation strategy,
and spherical evolution [6], [7], which uses a spherical
search strategy.

DE algorithm was proposed by Store et al. in 1997 [4],
and has the characteristics of simplicity and effectiveness in
comparison with other evolutionary algorithms [8]. How-
ever, it suffers from the issues of convergence premature
and local optima trapping. Therefore, many variants of DE
algorithm have been proposed to improve its performance.
Two representative ones are JADE [9] which uses an exter-
nal archive to restore promising solutions, and CJADE [10]
which uses multiple chaotic local search to enhance its ex-
ploitation ability. Both algorithms dynamically adjust the
values of mutation factor and crossover probability by dif-
ferent methods to improve the performance of DE algo-
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rithm. Although these improvements are significant, they
are sophisticated and not easily to be implemented and ad-
justed for other kinds of optimization tasks, thus limiting
their flexibility and applicability.

In order to further enhance DE’s performance, in this
study, we attempt to improve it from the perspective of pop-
ulation structure. It is widely accepted that the population
structure directly determines the information communica-
tion among individuals, thus making influence on the search
performance of the algorithm indirectly [11]. Various popu-
lation structures have been used in several meta-heuristics,
including hierarchical structure [12], island-based multi-
ple population structure [13], and scale-free-network based
structure [14]. Although these sophisticatedly designed pop-
ulation structures are effective, they are not straightforward
and difficult to be applied on DE. Innovatively, this paper
proposes a novel bi-population structure for DE by ranking
individuals according to their fitness. The whole popula-
tion is divided into two sub-populations: one is used to store
better individuals, while the other stores worse individuals.
Thereafter, better individuals are selected for the mutation
strategy, and then crossed with worse individuals to produce
a new population. By this method, the balance between
global exploration and local exploitation of DE can be re-
alized. Extensive experiments are conducted based on thirty
IEEE Congress on Evolutionary Computation (CEC) 2017
benchmark optimization functions to verify the effectiveness
of the newly proposed ranking-based differential evolution
(RDE) algorithm.

The contributions of this paper are as follows: 1) To the
best of our knowledge, this paper for the first time presents
an improved DE algorithm based on ranking from the as-
pect of population structure. 2) Experimental results show
that RDE outperforms its peers in terms of solution qual-
ity, and thus it opens the door to the research that applying
such ranking-based bi-population structure to other meta-
heuristic algorithms.

2. Differential Evolution

First, we briefly introduce the DE algorithm. The DE algo-
rithm has three important strategies, i.e., mutation, crossover
and selection. Mutation and crossover are used to generate
new individuals, and selection is used to retain better indi-
viduals to the next population. DE uses a simple and effi-
cient mutation strategy called differential mutation, and the
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formula is as follows:

Vi(k) = Xr1(k) + F × (Xr2(k) − Xr3(k)),

i, r1, r2, r3 ∈ [1,N]
(1)

where Vi(k) denotes the ith individual after the kth genera-
tion of population mutation. N is the number of individuals
in the population. F is the scaling factor in the mutation
strategy, which is usually set to a constant value of 0.5 [15].
r1, r2, r3 are random integers between 1 to N that are dif-
ferent from each other.

The crossover strategy of the DE algorithm uses indi-
viduals in the mutated population V(k) to crossover with the
individuals in the original population Xi(k) which is the ith
individual in the kth generation, formulated as follows:

Ui, j(k) =

⎧⎪⎪⎨⎪⎪⎩
Vi, j(k), rand(0, 1) < CR or j = jrand

Xi, j(k), otherwise
(2)

where j = 1, 2, . . . ,D, CR is the crossover probability,
which determines the extent to which elements of the pop-
ulation individuals are replaced by elements of the mutated
individuals, and CR is set to a constant value of 0.9. D is
the dimension size of the optimization problem. jrand is a
random integer between 1 and D.

After executing the mutation and crossover strategies,
the DE algorithm calculates the fitness of all individuals in
the population U(k). Using a greedy selection strategy, it
compares the individuals in the original population X(k) and
selects better individual to be survived into the next genera-
tion. The implementation formula is as follows:

Xi(k + 1) =

⎧⎪⎪⎨⎪⎪⎩
Ui(k), f (Ui(k)) < f (Xi(k))

Xi(k), otherwise
(3)

where f () represents the function to calculate the fitness of
an individual.

3. Ranking-Based DE

This paper proposes a new RDE algorithm based on the DE
algorithm. The difference in flowchart between RDE and
DE is illustrated in Fig. 1. Compared with DE, RDE has an
additional operation of population sorting to obtain better
and worse individuals. The RDE algorithm uses better indi-
viduals for mutation, and worse individuals for crossover. It
ensures the diversity of the population during iteration and
significantly enhances the convergence of the algorithm.

In RDE, we first sort the population X(k) from best to
worst by computing fitness to obtain Xsort(k). We define
the first half of Xsort(k) as Xgood(k) and the second half as
Xbad(k), formulated as:

⎧⎪⎪⎨⎪⎪⎩
Xgood

i (k) = Xsort
i′ (k)

Xbad
i (k) = Xsort

i′′ (k)
(4)

where i′ = 1, 2, . . . ,
⌈

N
2

⌉
; i′′ =

⌈
N
2

⌉
+ 1,

⌈
N
2

⌉
+ 2, . . . ,N.

Fig. 1 (a) The DE structured diagram. (b) The RDE structured diagram.

Then, we randomly select a total of �N
2 � individuals

from Xgood(k) and Xbad(k) as the population G(k), while we
combine the individuals not selected as the population B(k).
The formulas are as follows:

Gi(k) =

⎧⎪⎪⎨⎪⎪⎩
Xgood

i (k), r < p

Xbad
i (k), r ≥ p

for i ∈
[
1,

⌈N
2

⌉]
(5)

Bi(k) = Xi′ (k), Xi′ (k) � G(k), i ∈
[
1,

⌈N
2

⌉]
, i′ ∈ [1,N]

(6)

where p is a value used to regulate the number of individuals
in Xgood(k) and Xbad(k) owned by the population of G(k).
To obtain a G(k) consisting of better individuals, we take
p×

⌈
N
2

⌉
random individuals from Xgood(k) and (1− p)×

⌈
N
2

⌉
random individuals from Xbad(k), which adds up to a total of⌈

N
2

⌉
individuals to form G(k). The formula for calculating p

is as follows:

p = 0.5 ·
(
1 +

T
Tmax

)
(7)

where T represents the current number of evaluations of
the algorithm and Tmax represents the predefined maxi-
mum number of evaluations of the algorithm. Clearly,
p ∈ [0.5, 1]. As the number of iterations of the algorithm
increases, the number of individuals taken from Xgood(k) in
the population G(k) gradually becomes larger, and finally
G(k) is constructed by individuals all from Xgood(k). Thus,
better individuals are gradually stored in G(k), while worse
ones are archived in B(k).

The mutation formula of the RDE algorithm is imple-
mented only on G(k), shown as:

Vi(k) = Gr1(k) + F × (Gr2(k) −Gr3(k)), (8)
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where i ∈
[
1,

⌈
N
2

⌉]
, Vi(k) is the ith individual after mutation.

r1, r2, r3 are random integers with values from 1 to
⌈

N
2

⌉
,

respectively.
From Eq. (8), we can find that in the early search stage

some worse individuals taken from Xbad(k) can participate
in the mutation, which is beneficial to maintain the popu-
lation diversity and jump out of the local optima to some
extent. On the other hand, in the late stage of the search
RDE is inclined to use more better individuals to perform
mutation, thus significantly improving its exploitation abil-
ity and accelerating the convergence speed. Thus, the bal-
ance of exploitation and exploration in RDE is realized by
automatically adjusting the p value.

In the crossover operation, we use the mutated individ-
uals V(k) from the G(k) sub-population to crossover with
those individuals in the sub-population B(k). The formula is
as follows:

Ui, j(k) =

⎧⎪⎪⎨⎪⎪⎩
Vi, j(k), rand(0, 1) < CR or j = jrand

Bi, j(k), otherwise
(9)

where i = 1, 2, . . . ,
⌈

N
2

⌉
, j = 1, 2, . . . ,D, U(k) represents the

new generation population generated by the crossover oper-
ation. It is worth pointing out that the participation of B(k) in
the crossover can not only balance the fitness difference be-
tween two sub-populations, but also improve the population
diversity by fully using the information of worse individuals

Table 1 Experiment results on CEC2017.

RDE DE JADE CJADE
mean std mean std mean std mean std

F1 1.00E-14 1.07E-14 6.41E-15 9.97E-15 − 1.50E-14 4.41E-15 + 1.62E-14 5.70E-15 +

F2 6.49E+16 3.43E+17 6.48E+06 2.00E+07 − 1.79E+03 1.28E+04 − 1.01E-12 1.81E-12 −
F3 3.75E-02 1.23E-01 2.88E+01 2.48E+01 + 5.06E+03 1.32E+04 − 9.64E+03 1.56E+04 −
F4 6.80E+01 2.49E+01 5.00E+01 2.14E+01 − 4.76E+01 2.48E+01 − 1.23E+01 2.27E+01 −
F5 1.32E+02 6.30E+01 1.77E+02 1.14E+01 + 2.66E+01 4.26E+00 − 2.70E+01 4.82E+00 −
F6 2.68E-09 1.92E-08 2.38E-08 3.94E-08 + 1.14E-13 0.00E+00 ≈ 1.29E-13 5.09E-14 +

F7 1.87E+02 3.80E+01 2.10E+02 1.01E+01 + 5.46E+01 3.55E+00 − 5.31E+01 4.40E+00 −
F8 1.23E+02 6.71E+01 1.81E+02 1.01E+01 ≈ 2.58E+01 4.73E+00 − 2.66E+01 4.13E+00 −
F9 0.00E+00 0.00E+00 0.00E+00 0.00E+00 ≈ 3.51E-03 1.76E-02 + 1.42E-02 6.64E-02 ≈
F10 6.93E+03 3.01E+02 7.01E+03 2.92E+02 + 1.92E+03 2.52E+02 − 1.93E+03 1.99E+02 −
F11 1.31E+01 1.40E+01 5.27E+01 1.42E+01 + 2.89E+01 2.57E+01 + 3.12E+01 2.40E+01 +

F12 7.82E+03 5.36E+03 6.21E+03 3.84E+03 − 1.15E+03 3.94E+02 − 1.11E+03 6.05E+02 −
F13 5.07E+01 2.74E+01 8.11E+01 8.87E+00 + 4.15E+01 1.64E+01 ≈ 2.04E+02 1.17E+03 ≈
F14 1.56E+01 1.67E+01 6.31E+01 4.62E+00 + 1.90E+03 5.97E+03 + 1.88E+03 4.82E+03 +

F15 7.82E+00 2.16E+00 3.82E+01 5.60E+00 + 2.79E+02 1.34E+03 + 1.54E+02 6.56E+02 +

F16 5.35E+02 3.25E+02 1.10E+03 3.83E+02 + 4.16E+02 1.47E+02 − 4.48E+02 1.45E+02 −
F17 3.34E+01 1.75E+01 7.35E+01 7.90E+00 + 7.15E+01 2.43E+01 + 7.22E+01 2.84E+01 +

F18 2.14E+01 9.93E+00 3.62E+01 4.47E+00 + 1.89E+04 6.45E+04 + 3.59E+03 1.81E+04 +

F19 4.50E+00 1.38E+00 1.66E+01 5.36E+00 + 4.19E+02 1.64E+03 + 4.15E+02 2.86E+03 +

F20 7.94E+00 2.57E+01 5.25E+01 6.12E+01 + 1.12E+02 5.27E+01 + 1.23E+02 5.68E+01 +

F21 3.14E+02 6.39E+01 3.70E+02 9.59E+00 + 2.26E+02 3.97E+00 − 2.26E+02 4.52E+00 −
F22 1.00E+02 1.00E-13 1.00E+02 1.17E-13 ≈ 1.00E+02 1.00E-13 ≈ 1.00E+02 1.00E-13 ≈
F23 3.74E+02 4.62E+01 5.22E+02 1.22E+01 + 3.74E+02 5.14E+00 + 3.71E+02 6.06E+00 +

F24 4.49E+02 3.74E+01 5.95E+02 8.96E+00 + 4.40E+02 4.72E+00 ≈ 4.38E+02 4.65E+00 ≈
F25 3.87E+02 4.73E-01 3.87E+02 3.30E-02 − 3.87E+02 5.35E-01 + 3.88E+02 7.25E+00 +

F26 9.95E+02 9.47E+01 2.32E+03 3.23E+02 + 1.16E+03 1.44E+02 + 1.17E+03 6.65E+01 +

F27 4.83E+02 1.01E+01 4.77E+02 9.08E+00 ≈ 5.04E+02 6.64E+00 + 5.04E+02 6.30E+00 +

F28 3.27E+02 4.93E+01 3.30E+02 4.87E+01 + 3.42E+02 5.49E+01 + 3.30E+02 5.23E+01 ≈
F29 4.18E+02 2.85E+01 6.21E+02 1.22E+02 + 4.81E+02 2.52E+01 + 4.76E+02 2.29E+01 +

F30 2.32E+03 5.43E+02 2.14E+03 8.17E+01 ≈ 2.09E+03 1.31E+02 − 2.21E+03 1.54E+02 ≈
W/T/L −/−/− 20/5/5 15/4/11 14/6/10

and thus enhance the exploration ability of the algorithm to
avoid falling into local optimum too quickly.

It is notable that there are only
⌈

N
2

⌉
number of individ-

uals in the new population generated in the RDE algorithm.
Thus the selection strategy of RDE is also different from that
of DE. We retain the best individuals in the original pop-
ulation that are in the good sub-population Xgood(k). The
RDE algorithm uses a greedy selection strategy to compare
the new population U with the individuals in the original
population Xbad(k) and select better individuals as the new
individuals. The implementation formula is as follows:

Xi(k + 1) =

⎧⎪⎪⎨⎪⎪⎩
Ui′ (k), f (Ui′(k)) < f (Xi(k)), Xi(k) ∈ Xbad(k)

Xi(k), otherwise
(10)

where i′ ∈
[
1,

⌈
N
2

⌉]
represents the number of population

U(k). With this selection strategy, the RDE algorithm gives
better individuals more chances to participate in the next it-
eration and will gradually replace worse individuals. Com-
pared with DE, RDE can achieve a better balance between
global exploration and local exploitation.

4. Experimental Results

To test the capability of the RDE algorithm, we imple-
mented experiments based on 30 benchmark optimization
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Fig. 2 Convergence and box-plot graphs of (a) F20 and (b) F29.

functions of IEEE CEC2017, including four types of prob-
lems: unimodal functions (F1–F3), simple multimodal func-
tions (F4–F10), hybrid functions (F11–F20), and combined
functions (F21–F30). The maximum function evaluating
number we set is 10000D. The dimension D is 30, the pop-
ulation size is 100, and each function is run 51 times inde-
pendently. DE [15] with F = 0.5 and CR = 0.9, JADE [9]
and CJADE [10] are used as performance competitors.

Table 1 summarizes the experimental results of solu-
tions error in terms of mean and standard deviation (std) val-
ues, where the best value among all comparative algorithms
for each function is shown in bold. Additionally, we also use
Wilcoxon statistical test with a significance level of α = 0.05
to detect the difference among algorithms [16]. The W/T/L
values indicate the number of functions on which the RDE
algorithm performs significantly better (marked with +),
tied (marked with ≈) or worse (marked with −) than its
counterpart, respectively. From the table, we can clearly
find that RDE significantly outperforms DE, and performs
competitively with JADE and CJADE.

Furthermore, Fig. 2 shows the box-and-whisker plots
and convergence graphs obtained by the tested algorithms.
Two typical functions F20 and F29 are used as examples
to show the distribution of solutions and the convergence
characteristics of RDE, DE, JADE and CJADE. From it, it is
obvious that RDE has a faster convergence speed in the later
search phase and can find better solutions than its peers.

5. Conclusions

In this paper, we propose a simple but effective ranking-
based DE (RDE) algorithm. A bi-population is used by
a ranking strategy, and the sub-population that stores bet-
ter individuals generally performs mutation, while the other
one that archives worse individuals are used to implement
crossover. The resultant RDE shows great potential in solv-
ing complex optimization problems. In the future, we plan

to use RDE to solve some real-world problems, such as neu-
ral network learning [17], parameter estimation [18], etc.
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