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PAPER

Competent Triple Identification for Knowledge Graph Completion
under the Open-World Assumption

Esrat FARJANA†a), Natthawut KERTKEIDKACHORN††, Nonmembers,
and Ryutaro ICHISE†,†††,††††, Senior Member

SUMMARY The usefulness and usability of existing knowledge graphs
(KGs) are mostly limited because of the incompleteness of knowledge com-
pared to the growing number of facts about the real world. Most existing
ontology-based KG completion methods are based on the closed-world as-
sumption, where KGs are fixed. In these methods, entities and relations
are defined, and new entity information cannot be easily added. In con-
trast, in open-world assumptions, entities and relations are not previously
defined. Thus there is a vast scope to find new entity information. De-
spite this, knowledge acquisition under the open-world assumption is chal-
lenging because most available knowledge is in a noisy unstructured text
format. Nevertheless, Open Information Extraction (OpenIE) systems can
extract triples, namely (head text; relation text; tail text), from raw text
without any prespecified vocabulary. Such triples contain noisy informa-
tion that is not essential for KGs. Therefore, to use such triples for the
KG completion task, it is necessary to identify competent triples for KGs
from the extracted triple set. Here, competent triples are the triples that can
contribute to add new information to the existing KGs. In this paper, we
propose the Competent Triple Identification (CTID) model for KGs. We
also propose two types of feature, namely syntax- and semantic-based fea-
tures, to identify competent triples from a triple set extracted by a state-of-
the-art OpenIE system. We investigate both types of feature and test their
effectiveness. It is found that the performance of the proposed features is
about 20% better compared to that of the ReVerb system in identifying
competent triples.
key words: knowledge extraction, information retrieval, competent triple,
knowledge graph completion

1. Introduction

A knowledge graph (KG) is a multi-relational directed graph
representation of a knowledge base (KB). In a KG, we can
represent knowledge in the triple format [head entity h, re-
lation r, tail entity t], which expresses an entity-entity rela-
tionship. KGs are widely used for various AI-related tasks,
such as web search, question-answering, entity linking, and
natural language processing. Example of KGs include Wiki-
data [1], YAGO [2], and Freebase [3]. Although KGs are
widely used, with the exponential growth of data, most ex-
isting KGs are noisy and incomplete. Available knowledge
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in KGs is lagging behind available data, which are growing
at a rapid pace. Researchers have aimed to improve the ac-
curacy and reliability of KGs by predicting the existence of
various relations among entities, which is known as the KG
completion task.

An embedding-based model is commonly used in the
KG completion task. Existing embedding-based KG com-
pletion methods such as TransE [4] and ComplEx [5] are
performed under the closed-world assumption, where KGs
are fixed, and all entities and relations are already defined.
These models, which heavily rely on the structure of ex-
isting KGs, can well predict missing relationships between
well-connected entities. Because of their high reliance on
the structure of existing KGs, it is challenging to add new
entity information using similar settings.

In contrast, in the open-world assumption, entities and
relations are not defined in advance. Knowledge can thus be
added to KGs from natural language text data, which is eas-
ily available. About 95% of available data is unstructured
text data [6]. It is not possible to extract entity information
directly from the natural text because it is unstructured. In
this context, the Open Information Extraction (OpenIE) [7]–
[9] system extracts a binary relationships in the triple for-
mat (e.g., (Barack Obama, was born in, Honolulu)) from
unstructured text without any prespecified vocabulary. Al-
though OpenIE does not require any prior knowledge, the
quality of OpenIE triples varies. The system is likely to in-
clude lots of noisy and redundant information in KBs, mak-
ing them inconsistent.

We propose a supervised learning model for identifying
triples (extracted by the OpenIE system) to add information
to existing KGs. For this task, we classify all triples into
two classes, namely competent and incompetent where the
former (latter) refers to a triple that is relevant (not relevant)
to the context of KG. In this study, we develop syntax- and
semantic-based features that facilitate the correct identifica-
tion of competent triples.

The major contributions of our paper are as follows:

• We formulate a new research problem in KG comple-
tion area that can measure both the correctness and ap-
propriateness of extracted triples in advance.

• We propose an automated method called Competent
Triple Identification (CTID) for identifying competent
triples to assist the KG completion task by leveraging
the OpenIE system. We develop syntax- and semantic-
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based features to identify competent triples.

• We propose a procedure for creating a dataset for the
above task with an automated annotation procedure.
We also provide the dataset for future research.

The rest of this paper is organized as follows. Sec-
tion 2 presents the problem definition, and Sect. 3 discusses
related works. Section 4 describes the proposed features in
detail. Section 5 presents experiments conducted to evaluate
the proposed features. Section 6 presents some associated
discussion of our experiments, and Sect. 7 concludes the pa-
per.

2. Problem Definition

In this study, we consider the extraction of useful knowledge
for the KG completion task under the open-world assump-
tion. We define two types of triple, namely competent and
incompetent. The definitions required to define the problem
are as follows:

• Knowledge Graph: Let KG = (E,R, τ) be a KG that
consists of a large number of facts about the real world,
where E denotes the entity set, R denotes the relation
set and τ denotes the triple set. Here, τ = (h, r, t), where
h denotes the head entity, t denotes the tail entity and r
denotes the relation between h and t.

• Open-world Assumption: Let OWA represent the
open-world assumption, where all entities and rela-
tions do not already exist in KGs. To be more precise,
∃Oe � E and ∃Or � R where Oe denotes an open-world
entity and Or denotes an open-world relation. There-
fore, OWA contains new entity information that is not
present in existing KGs.

• Competent Triple: Let CT = (h, r, t) be a competent
triple for a given context c, where (h, r, t) are related to
the context c and h � E or t � E or, r � R.

• Incompetent Triple: Let IT = (h, r, t) be an incompe-
tent triple, where (h, r, t) are not related to the context
c.

Problem (Competent Triple Identification, CTID) Given
(a) a set of reference texts RT , which represents the context c
for KG, and (b) a set of sentence texts S T , which represents
related knowledge for each context c in an unstructured text
format, we use the OpenIE system to extract the triple tr
from each sentence text s, where s ∈ S T . From the ex-
tracted triple set τ, we identify competent triples, which can
be used for KG completion. An illustration of this problem
is shown in Fig. 1. Here, we use the OpenIE system to gen-
erate triples for each sentence text s. We then classify these
triples into two classes, namely competent and incompetent.
Here, the first triple, (I; go to; school), is not essential for
KG, whereas the second triple, which contains information
about the birthplace of Barack Obama, is necessary.

Fig. 1 Illustration of CTID problem. Triples generated by OpenIE can
be noisy. The CTID model can effectively identify competent triples for
KGs.

3. Related Works

Although our focus is to identify competent triples for KG
completion, there have been many previous works related to
the KG completion task. We can divide those works into two
categories. One is the closed-world assumption, where all
entities and relations are already known, and another one is
the open-world assumption, where all entities and relations
are not previously known.
Closed-world assumption: Most existing embedding-
based models [4], [10]–[12] use the closed-world assump-
tion. These models add missing facts using the existing
KB. Link-prediction is used to find a missing relation for
existing entities. Other approaches, such as AMIE [13]
and GRank [14], are based on rule learning. These ap-
proaches use rules to deduce missing facts in a KB. Neither
embedding- nor rule-based methods can add new entities or
relations for KG completion. For KG refinement, most stud-
ies [15], [16] use existing KBs. Therefore, methods based
on the closed-world assumption cannot discover facts not
contained in a KB.
Open-world assumption: Open information extraction
systems such as ReVerb [17] and OLLIE [18] extract triples
from a sentence based on syntactic and lexical patterns. Al-
though these approaches can extract triples from unstruc-
tured text, they cannot measure the importance of the ex-
tracted triples to enrich KBs. Additionally, most of the ex-
tracted triples contain noisy information. T2KG [19] is an
end-to-end system for completing a KG under the open-
world assumptions. Although it can populate the KG, it adds
incompetent knowledge into the KG.

In addition to the above two categories, some works
utilized external resources. Some studies [20], [21] inves-
tigated knowledge extraction and entity mapping. The ex-
tracted triple is stored as a Resource Description Framework
(RDF) triple using WordNet and DBpedia. But it is chal-
lenging to add entity information as RDF format from the
available raw text data in open-world. Therefore, all ele-
ments of the triple are not integrated into a KG. Another ap-
proach is ontology-based knowledge extraction [22], where
WordNet with a fixed ontology is used. These approaches
cannot add knowledge that is not included in the existing
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KG. This approach does not identify which triples are es-
sential for KG. To the best of our knowledge, knowledge
refinement under the open-world assumption has not been
previously studied. Hence, in this study, our main focus is
the extraction of competent triples from natural text data that
can be used to complete existing KGs.

4. Competent Triple Identification

In this study, we propose the CTID model for identifying
competent triples from a triple set. These triples can assist
the completion of existing KGs. Here, we utilize the Ope-
nIE system for extracting triples from unstructured text. We
use ReVerb, a state-of-the-art OpenIE system, as our base-
line model for the experiments because ReVerb is the base
model of other recent OpenIE systems such as OLLIE [18].
In addition, we use features of ReVerb to compare our pro-
posed features because OLLIE utilized the same features.
In the next two subsections, we respectively discuss the Re-
Verb system and the proposed model CTID.

4.1 ReVerb System

In our approach, we utilize the syntactic and lexical con-
straint mechanisms of the ReVerb system [17]. The ReVerb
system is designed for web-scale information extraction
where relations cannot be prespecified. It automatically
identifies triples and extracts binary relationships from En-
glish sentences.

The ReVerb system addresses two types of error that
occur in OpenIE systems such as TextRunner [23] and
WOE [24], namely incoherent extraction and uninformative
extraction. For the former, the extracted relation phrase has
no meaningful interpretation (e.g., “contains omits”, “re-
called began”), and for the latter critical information is omit-
ted (e.g., “Faust, made, a deal” for the input sentence “Faust
made a deal with the devil”).

To avoid incoherent and uninformative extraction, the
ReVerb system introduces syntactic and lexical constraints.
The syntactic constraint requires the relation phrase to
match the part-of-speech (POS) tag pattern shown in Ta-
ble 1. This pattern states that every multi-word relation
phrase must begin with a verb, end with a preposition, and
be a contiguous sequence of words in the sentence. The sys-
tem also introduces a lexical constraint to avoid overspec-
ified relation extraction. The extraction algorithm uses the
features shown in Table 2 to assign a confidence score to
each extracted triple. The features have weights in the con-
fidence calculation.

4.2 Proposed Method: CTID

In this study, we develop features that help identify com-
petent and incompetent triples in a triple set extracted from
unstructured web text by the OpenIE system. The overall ar-
chitecture and workflow of CTID are shown in Fig. 2. Here,
a set of reference texts RT is used for the KG. RT refers to

Table 1 ReVerb’s POS-based regular expression for reducing incoherent
and uninformative extraction

V | VP | VW*P
V = verb particle? adv?
W = (noun | adj | adv | pron | det)
P = (prep | particle | inf. marker)

Table 2 Features used in ReVerb system

Weight Feature
1.16 (x, r, y) covers all words in s
0.50 The last preposition in r is for
0.49 The last preposition in r is on
0.46 The last preposition in r is of
0.43 len(s) ≤ 10 words
0.43 There is a WH-word to the left of r
0.42 r matches VW*P from Table 1
0.39 The last preposition in r is to
0.25 The last preposition in r is in
0.23 10 words < len(s) ≤ 20 words
0.21 s begins with x
0.16 y is a proper noun
0.01 x is a proper noun
−0.30 There is an NP to the left of x in s
−0.43 20 words < len(s)
−0.61 r matches V from Table 1
−0.65 There is a preposition to the left of x in s
−0.81 There is an NP to the right of y in s
−0.93 Cood. conjunction to the left of r in s

the context c of the information for the KG. For each ref-
erence text rt, we collect a set of relevant sentence texts S T

extracted from the web in an unstructured text format to cre-
ate triples. We then use OpenIE system to extract triples for
each sentence text s and create a triple set τ for each ref-
erence text rt. To identify competent triples from the triple
set τ, we propose two types of feature, namely syntax- and
semantic-based features. For each triple, we apply the pro-
posed features and generate semantic and syntactic feature
set. We then create a supervised machine learning model
using the proposed features. The final output of this model
is used to classify a triple as competent or incompetent. The
proposed features are described in detail below.

4.2.1 Syntax-Based Features

Syntax-based features mainly deal with the syntax of each
triple. Here, we propose four syntax-based features (see Ta-
ble 3). F1 is the confidence value obtained from the OpenIE
system and F2, F3, and F4 are used to measure similarity
using the Dice-coefficient.

Here, as a feature, we use confidence value of OpenIE
system under each triple. Although it is not obvious that
triples with high confidence values are always competent,
we hypothesize that in combination with other features, F1
can improve the performance of the model.

Every triple has three parts [head h; relation r; tail t].
Here, F2, F3, and F4 measure the similarity of each part of
the triple with the corresponding sentence s, where s ∈ S T .
F2 is related to the head part, F3 is related to the relation
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Fig. 2 Overview of CTID model for identifying competent triples from unstructured text. For the
extracted triple set τ, the proposed syntax- and semantic-based features are prepared separately. Then,
a supervised model is applied to classify the triples.

Table 3 Proposed features

No Features
F1 Confidence value from OpenIE Syntem
F2 Sentence similarity between s and h uisng dice coefficient
F3 Sentence similarity between s and r uisng dice coefficient
F4 Sentence similarity between s and t uisng dice coefficient

part, and F4 is related to the tail part of each triple. These
features are fully independent. Therefore, it is not neces-
sary to maintain any order to calculate Dice-coefficient us-
ing these features.

The OpenIE system performs well for simple sentence
patterns. For complex sentence patterns, it sometimes iden-
tifies only some part of the information contained in the in-
put sentence. Therefore, a similarity measure can be used as
a weight for the information extracted by the OpenIE sys-
tem from sentence s. To find this similarity, we calculate
the Dice-coefficient for each part of the triple and the cor-
responding sentence s. Equation (1) is used to calculate the
Dice-coefficient between two sets X and Y , where X is the
set of terms in sentence s and Y is the set of terms of the
head part h or relation part r, or tail part t of a triple.

Dice coe f f icient(X,Y) =
2|X ∩ Y |
|X| + |Y | (1)

Figure 3 explains features F2, F3, and F4 using two
examples. In Example 1, the sentence s is “Barack Obama
was born in Hawaii.” and the extracted triple is [Barack
Obama(h); born in(r); Hawaii(t)]. For each part of the triple,
we calculate the Dice-coefficient to find the similarity with

Fig. 3 Description of proposed features F2, F3, and F4. Please refer to
Sect. 4.2.1 for details.

the sentence. For this example, F2 is 0.5, F3 is 0.5 and F4 is
0.29. In Example 2, the structure of sentence s is complex
and the triple extracted by OpenIE does not cover the full-
sentence pattern. For this example, F2 is 0.143, F3 is 0.07,
and F4 is 0.364.

With these four proposed features, we also incorporate
the features from the ReVerb system (Table 2). Those fea-
tures are also independent. Since one feature value cannot
dominate to classify the triple set, we identify competent
triples by using all of the features in Table 2 and four pro-
posed features.

4.2.2 Semantic-Based Features

Semantic-based features help to measure the semantic re-
latedness of an extracted triple with the corresponding ref-
erence text (RT ). For example, if the reference text (RT )
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Fig. 4 Token-based Semantic relatedness measure based on ConceptNet.
“Money”, “currency”, and “dollar” are semantically related here.

refers to “Birthplace of Barack Obama”, then the compe-
tent triple has to be related to this context. Here, we propose
two semantic-based features, namely a semantic relatedness
measure that uses ConceptNet† (commonly used to com-
pute semantic similarity) and a cosine similarity that uses
BERT embedding [25] (a state-of-the-art model for natural
language processing).

Semantic Relatedness Measure based on ConceptNet:
We utilize ConceptNet to measure the semantic relatedness
between each triple tr (tr ∈ τ) and the reference text rt

(rt ∈ RT ). ConceptNet is a widely used semantic network
that helps computers understand the meanings of words.
The latest version of ConceptNet covers a wide range of vo-
cabulary for measuring semantic relatedness. Here, we mea-
sure word-level relatedness by employing the related word
list from ConceptNet 5. This measure is easily interpretable
for finding the semantic relation between reference text rt

and extracted triple tr.
We focus on words that define the meaning of the text.

Therefore, we apply natural language processing techniques
to tokenize the reference text rt and the relevant triple tr.
Here, we apply basic tokenization with POS-tag identifi-
cation. For this purpose, we use spaCy††, an open-source
software library for advanced natural language processing.
Here, we use the spaCy stop word list to remove stop words
from both token lists. Then, we apply the spaCy lemmatizer
to lemmatize the rest of the tokens of each list. ConceptNet
is then applied to each remaining token to collect the top N
related words and create two related word lists, WR and WT ,
by removing all duplicates. We then calculate the number of
matches in these two lists using Eq. (2).

S emantic Relatedness Measure = WR ∩WT (2)

This measure represents the relatedness between the refer-
ence text and the relevant triple.

Figure 4 shows an example of the semantic similarity
measure. Here, reference text rt is “What kind of money to

†http://conceptnet.io/
††https://spacy.io/

take to Bahamas?” and the relevant triple is tr. After re-
moving the stop words, we obtained two token lists, namely
(“kind”, “money”, “Bahamas”) from reference text rt and
(“Bahamas”, “own”, “currency”, “Bahamian”, “dollar”)
from relevant triple tr. For each token x, we collect the re-
lated word list. Here, Rel(x) refers to the list of related words
for a token. For example, Rel(money) = [“bank”, “wallet”,
“currency”, “bill”, “dollar”, “account”, . . . .], Rel(dollar)
= [“money”, “currency”, “bill”, “cent”, “price”, . . . ],
and Rel(currency) = [“dollar”, “money”, “coin”, “bill”,
“tax”, . . . ]. We then create two separate related word lists
for reference text rt and relevant triple tr without any dupli-
cates and calculate the number of matches. For example, in
Fig. 4, we get common words for Rel(money), Rel(dollar),
and Rel(currency). They represent the semantic relatedness
among each other. This example shows that ConceptNet
can be used to measure the semantic relatedness between
reference text rt and relevant triple tr. More common words
indicate a closer relation.

Cosine Similarity based on BERT: This feature is used
to determine the similarity between triples and the refer-
ence text based on the cosine value. We utilize BERT [25]
embedding to find a word vector for each token. Other
popular word embedding models such as skip-gram [26],
CBOW [26], and GLOVE [27] are context-free. This means
that for “river bank” and “bank account”, the models give
the same embedding vector for “bank” despite the differ-
ent meanings. In contrast, BERT embedding is contextual,
which means that it can generate different representations
based on meaning. The pretrained model covers a relatively
wide range of sentences. To understand the actual meaning
of natural text, this type of representation is essential. There-
fore, we apply BERT [25] embedding to each reference text
rt and each triple tr. We then calculate the cosine similar-
ity between each pair of reference text tokens and relevant
triple tokens. If the tokens are the same, the feature value
is set to zero because an identical token does not add any
new information. We focus on the similarity between dif-
ferent tokens to determine the semantic relatedness between
each relevant triple tr and reference text rt. We use Eq. (3)
to calculate the similarity measure.

S imilarity Measure =
a∑

i=1

b∑

j=1

f (xi, y j) (3)

where,

f (x, y) =

⎧⎪⎪⎨⎪⎪⎩
cos sim(x, y) if cos sim(x, y) ≥ Th and x � y
0 otherwise

cos sim(x, y) =
x · y
||x|| ||y||

Here, a denotes the length of reference text tokens, b
denotes the length of relevant triple tokens, xi denotes the
embedding vector of ith token of reference text rt, y j denotes
the embedding vector of jth token of relevant triple tr, and
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Th denotes the threshold value.
We add a threshold value, Th, for the cosine similarity.

If the similarity of a pair is greater than or equal to Th, we
add the pair to the feature vector.

4.2.3 Supervised Machine Learning Model

After calculating the syntax- and semantic-based features,
we simply concatenate these features for our CTID model.
We also concatenate the features from Table 2 to utilize
the syntactic and lexical constraint mechanisms used in the
ReVerb system. We then apply a supervised learning model
to train our model. Here, we apply neural-network-based
settings for our CTID (note that any supervised learning
method can be used). The aim of this model is to classify
the input triples either as competent or incompetent.

5. Experiment

5.1 Dataset

To evaluate the proposed features, we need a dataset
that consists of triples with reference text. For such a
dataset, which does not yet exist, a lot of human effort
and domain expertise would be required to annotate each
triple. Therefore, we utilize the question-answer dataset
WebQuestionsSP [28]. In this dataset, questions are gen-
erated based on Freebase [3], which is a large collaborative
KB. In this dataset, the answer entity is given for the ques-
tions of the training set. There are 3098 questions in the
training set.

In our experiment, we used the 3098 questions as our
reference text. We collected natural text data and then ex-
tracted triples using the OpenIE system. Each step of the
dataset creation process is described below.

5.1.1 Sentence Acquisition and Triple Generation

Here, we explain the extraction of text for each reference.
In this experiment, a set of questions was considered to be
a set of reference texts RT . Using each question as a search
query, we extracted corresponding snippet texts using the
Google search engine. We employed the Google API Client
and extract the top 10 answer snippets for each question, as
shown in Fig. 5. We collected a total of 30980 snippets from
the 3098 questions.

After collecting snippets, we extracted sentences from
the snippets using text processing, as shown in Fig. 5. Be-
cause snippets do not always contain a complete sentence
(ended by a full stop mark), we removed incomplete sen-
tences (those not ended by a full stop mark). From the 30980
snippets, we obtained a total of 44440 sentences, which
were used as the input for the OpenIE [7] system for gen-
erating triples. We used OpenIE v4, which is a combination
of SRLIE [29] and RelNoun [30]. Table 4 shows an example
of triple generation using OpenIE v4.

Fig. 5 Sentence extracted from Google search results. For each reference
text, the top 10 relevant snippets are first extracted. The sentences are then
separated using text processing.

Table 4 Example of triple generation using OpenIE v4

5.1.2 Noise Removal

We removed noise related to the sentence pattern and noise
related to the triple. These types of noise are generated due
to the limitations of the OpenIE system. For some sentences,
the OpenIE system cannot extract any triple. Therefore, we
need to remove sentences that have no triples. In addition,
some generated triples only have two parts, rather than three.
Hence, we also need to remove incomplete triples from the
extracted triple set τ.

5.1.3 Data Annotation

We divided all triples into two classes, namely incompe-
tent and competent. As mentioned in Sect. 1, competent
triples can contribute new information to a KG whereas
incompetent triples cannot. We utilized questions from
WebQuestionsSP with the answer entity for our experiment.
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Algorithm 1 Data Annotation Procedure
Input All Triple set T={(h, r, t)}, Question set Q, Answer entity set A

1: initialize CompetentTripleS et = []
2: IncompetentTripleS et = []
3: for each question q ∈ Q do
4: tokenq ← tokenize (q) � Tokenize the Question text
5: tokenq ←remove stop words(tokenq)
6: relWordq ← related word(tokenq) � From ConceptNet
7: for each triple tq ∈ T do � Related to question q
8: tokentq ← tokenize (tq) � Tokenize the triple text
9: tokentq ←remove stop words(tokentq )

10: if aq ∈ tokentq then � aq ∈ A
11: relWordtq ← related word(tokentq )
12: p← relWordtq ∩ relWordq

13: if length(p) ≥ 1 then
14: CompetentTripleS et ← tq
15: else
16: IncompetentTripleS et ← tq
17: end if
18: else
19: IncompetentTripleS et ← tq
20: end if
21: end for
22: end for

Fig. 6 Example of data annotation. Green and red boxes respectively
represent competent and incompetent triples.

To annotate the extracted triples, we utilized the answer en-
tity. We propose a procedure for automatically annotating
extracted triples.

Algorithm 1 describes the procedure of our data anno-
tation. We first tokenize the triple as well as the correspond-
ing question and then remove all stop words. We then check
whether the token list of the triple contains the answer entity.
If it does not, we label the triple as incompetent because a
triple without the answer entity has no possibility of becom-
ing a relevant triple of a question. A triple that contains the
answer entity has a possibility of becoming a relevant triple
but it is not always obvious if it will. Here, we measure the
semantic relatedness of a triple with the reference text using
ConceptNet. If the triple is semantically related to the ref-
erence, we label it as competent. We collect related words
for each token. If we find some common words between
the triple tokens and question tokens, we label the triple as
competent; otherwise, we label it as incompetent.

Figure 6 shows an example of our data annotation pro-
cedure. In this example, for simplicity, we use the full triple
and question (i.e., stop words are not removed). For a given
question, we have three triples. We can see that the first two

Table 5 Dataset summary

Number of Questions 3098
Number of Extracted Snippets 30980
Total number of Sentences 44440
Total number of generated triples 89179
Total Number of Labeled Triples 61500
Number of Competent Triples 1142

triples contain the answer entity. We then measure the se-
mantic relatedness between these triples and the question.
The first triple is semantically related. For example, the
question token “money” is semantically related to the first
triple tokens “currency” and “dollar”. Therefore, we label
the first triple as competent and other two triples as incom-
petent. In Fig. 6, green indicates a competent triple and red
indicates an incompetent triple.

5.2 Experimental Settings

In this study, we propose two types of feature for identifying
competent and incompetent triples in natural text data. As
mentioned earlier, to evaluate these features, any supervised
method can be used. Here, to evaluate these features, we
use a neural-network-based model with two hidden layers.
Details of the model’s optimization are given in Sect. 5.2.1.
Table 5 shows a summary of the dataset used in this exper-
iment. There are 1142 competent triples in total. For the
validation, we manually check the triples after annotation.

5.2.1 Model Optimization

We used a neural-network-based model with two hidden lay-
ers. Each layer was densely connected. The number of
neurons in the first and second hidden layers was 300 and
100, respectively. We also evaluated our model using 10-
fold cross-validation. For model optimization, we used the
binary cross-entropy loss function with the stochastic gradi-
ent descent optimizer. For each hidden layer, we used the
rectified linear unit (ReLU) activation function, and for the
output layer, we used sigmoid activation function.

5.2.2 Evaluation Measures

For the evaluation, the standard information extraction mea-
sures (i.e., precision, recall, F1 score, accuracy) were ap-
plied. These measures were calculated as follows:

• Precision: Precision P specifies the correct amount of
information retrieved. Here, our main focus is to iden-
tify competent triples. Therefore, this measure refers to
the proportion of correct triples assigned to the compe-
tent class that are actually members of this class. It is
calculated using Eq. (4).

P =
Truly Identified Competent Triples
Total Competent Triples Identified

(4)

• Recall: Recall R represents the degree of correct infor-
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Fig. 7 Experimental Result. Comparing the performance of proposed features.

mation retrieved. Therefore, it is the proportion of com-
petent triples that the system assigns to this class. It is
calculated using Eq. (5).

R =
Truly Identified Competent Triples

Total Competent Triples
(5)

• F1: F1 score is the harmonic mean of precision P and
recall R. It is calculated using Eq. (6).

F1 =
2 * Precision * Recall

Precision + Recall
(6)

• Accuracy Accuracy A is the most intuitive performance
measure of a classifier. It is the ratio of correctly predicted
observations to the total number of observations. There-
fore, it is the proportion of correctly identified triples. It
is calculated using Eq. (7).

A =
Truly Identified Triples
Total Number of Triples

(7)

5.2.3 Baseline Model

To design our baseline model, we utilized the features in
the ReVerb system [17] (see Sect. 4.1 for details). We ap-
plied the same neural-network-based settings for designing
the baseline model. Here, we compare the proposed features
with the baseline features.

5.3 Experimental Results

Figure 7 shows the results of our experiment. To evaluate
the effectiveness of our CTID model, we compare our model
with the ReVerb system features. The ReVerb system is
mainly focused on syntax-based features, and thus Figure 7
shows that with the combination of the proposed features
and the ReVerb features, our model achieves about 20%
better precision, 30% better recall, 25% better F1 score, and
25% better accuracy compared to those for the ReVerb sys-
tem.

We also conducted an ablation analysis. We proposed
two types of feature, namely syntax- and semantic-based
features, for our CTID model. We conducted analyses us-
ing these features separately. Figure 7 shows the results
of these analyses. Using only the syntax-based features re-
sulted in better performance compared to that of the ReVerb
system in terms of all evaluation measures. Using only the
semantic-based features resulted better performance com-
pared to that of the ReVerb system and syntax-based fea-
tures. Therefore, semantic-based features are more effective
than syntax-based features. In our CTID model, by applying
both syntax- and semantic-based features, we can achieve
better results compared to those obtained with either fea-
ture type alone. Therefore, both types of feature are neces-
sary for accurately identifying competent and incompetent
triples.

With both syntax- and semantic-based features in our
CTID model, our approach outperformed the baseline by
20%, which is a significant improvement as determined us-
ing the t-test at level 0.95. Therefore, the CTID model is
effective in identifying competent and incompetent triples.

6. Discussion

Although the CTID model had the highest precision in the
evaluation, some competent triples were not identified by
this model. We investigate these missed triples to assess the
effectiveness of the CTID model. Table 6 shows some of the
input triples and the model output with correct answers.

The output shows that triples, which identified as in-
competent by the CTID model, have some semantic relation
with the reference text and also contained answer entity. But
these triples do not contain the primary question entity. For
example, for the question “What are the primary language
of France?”, the answer entity is “French”, which is present
in the corresponding triple. However, the primary question
entity “France” is not present in that triple. This is the lim-
itation of our data annotation procedure. Because the an-
notation is automatic, these types of triples are annotated
as competent. Despite this limitation, it may be possible to
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Table 6 Output examples of the CTID model

utilize the automated annotation procedure to assist human-
level annotation.

In our experiment, besides the neural network parame-
ters, we also used two additional parameters, namely N and
Th. N is the number of related words extracted from Con-
ceptNet for each token. Related words can include those
in other languages. Here, we only consider English words.
Most English words are at the top of the related word list.
Hence, this parameter does not need to be tuned. Th is the
threshold value, which is used for the similarity measure in
Eq. (3). The different threshold values could affect the sys-
tem’s performance. However, the results were not signifi-
cantly different when we experimented on the threshold be-
tween 0.6–0.8. We found that the system is robust to this
parameter in some range based on the experimental results.

To measure semantic relatedness, we use the Concept-
Net semantic network and BERT embedding, both of which
cover a wide range of vocabulary. Despite this, considering
the open-world assumption, there may have unseen words,
which are out of the vocabularies of ConceptNet and BERT.
In this study, our main target is introducing new knowledge
to a KG that is not available in existing KGs, so the vocabu-
lary limitation was not considered.

7. Conclusion

In this paper, we proposed syntax- and semantic-based fea-
tures for identifying competent triples in unstructured natu-
ral text data. We use the OpenIE system to extract triple for-
mat data from natural text. Our features can identify com-
petent triples from the triple set. These triples have a low
chance of adding noise to existing KGs. We also proposed
an automatic annotation procedure that does not require do-

main knowledge and thus reduces the need for human inter-
vention. This procedure can be used for any domain. The
experimental results show that both syntax- and semantic-
based features outperform the baseline features. These re-
sults confirm that the proposed CTID model can identify
competent triples. In the future, we will add these triples to
complete existing KGs and also try to alleviate the limitation
of the annotation procedure.
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