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SUMMARY Medical images play an important role in medical diagno-
sis. However, acquiring a large number of datasets with annotations is still
a difficult task in the medical field. For this reason, research in the field
of image-to-image translation is combined with computer-aided diagnosis,
and data augmentation methods based on generative adversarial networks
are applied to medical images. In this paper, we try to perform data aug-
mentation on unimodal data. The designed StarGAN V2 based network
has high performance in augmenting the dataset using a small number of
original images, and the augmented data is expanded from unimodal data to
multimodal medical images, and this multimodal medical image data can
be applied to the segmentation task with some improvement in the segmen-
tation results. Our experiments demonstrate that the generated multimodal
medical image data can improve the performance of glioma segmentation.
key words: data augmentation, image-to-image translation, gliomas

1. Introduction

Many problems in image processing, computer graphics,
and computer vision can be posed as “translating” an in-
put image into a corresponding output image [1]. Image-to-
image translation aims to learn a mapping that can trans-
fer an image from a source domain to a target domain,
while maintaining the main representations of the input im-
age [2]. Applications include image super-resolution [3],
domain adaptation [4], image colorization [5], style transfer
and data augmentation. Generative Adversarial Networks
(GAN) work by specifying a high-level goal to make the
output indistinguishable from reality, and then automatically
learning a loss function suitable for satisfying this goal [6].

GAN proposed a minimax game between two Neural
Networks Generator generates samples, discriminator iden-
tifies the source of samples [7]. Conditional generative ad-
versarial networks can achieve image-to-image translation
by using paired training data [8]. Pix2Pix is a generic image-
to-image translation algorithm using CGAN [1], [8]. It can
produce reasonable results on a wide variety of problems.
Given a training set which contains pairs of related images,
Pix2Pix learns how to convert an image of one type into an
image of another type, or vice versa. To solve the prob-
lem that Pix2Pix is only applicable to pairs images, Cycle-
Consistent GAN [9] were proposed, It use cycle consistency
loss to store key attributes between the input and trans-
formed images to train unpaired images. Research shows
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that Cycle-Consistent GAN have better performance than
Pix2Pix. However, either Pix2Pix or Cycle-Consistent GAN
only solves the problem of transforming from one domain to
another, in the field of image translation. For example, hav-
ing k domains, these methods require to train k(k−1) gener-
ators to handle translations between each and every domain,
limiting their practical usage [10].

To address the scalability, several studies have pro-
posed a unified framework [11], StarGAN solves the prob-
lem of image translation between multi-domain just by
adding control information of one domain (Choi et al. 2018).
In the study of image-to-image translation, StarGAN has the
advantage that only a single generator needs to be learned
and has a more significant translation effect. However,
StarGAN still learns a deterministic mapping per each the
data distribution. This limitation comes from the fact that
each domain is indicated by a predetermined label, and
StarGAN V2 is a scalable approach that can generate diverse
images across multiple domains [10] (Choi et al. 2020). In
particular, StarGAN V2 does not require a predetermined
label, and only needs to input the image of the original do-
main and the specified reference image of the target domain
to complete the image translation.

It is widely known that sufficient data is critical to suc-
cess when training deep learning models for computer vi-
sion. While traditional data augmentation schemes (e.g.,
crop, rotation, flip, and translation) can mitigate some of
these issues, those augmented images have a similar dis-
tribution to the original images, leading to limited perfor-
mance improvement [12]. Also, the diversity that those
modifications of the images can bring is relatively small.
Motivated by the GAN, researchers try to add synthetic sam-
ples to the training process. GAN-based data augmentation
can improve performance by filling the distribution that un-
covered by origin images. Since it can generate new but
realistic images, it can achieve outstanding performance in
medical image analysis [13], [14].

Gliomas are considered as an alarming and increas-
ing brain tumors which seriously affect human mortality
rate [15]. These tumors are characterized into two core
types-Low Grade Gliomas (LGG) and High Grade Gliomas
(HGG) [16]. LGG tumors can be classified as benign and
malignant tumors, which grow very slowly in brain cells,
therefore, patients can survive for several years; HGG tu-
mors belong to only malignant tumors, which grow faster in
brain cells, therefore, patients have a life expectancy of no
more than 2 years [17]. The overall assessment shows that
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the survival of LGG and HGG patients cannot survive more
than 14 months [18], and the manual process of diagnosing
these tumors is laborious and time-consuming. Hence, in
clinical practice, MRI is useful in the assessment of gliomas
because it can provide important information. For this rea-
son, MRI is useful in assessing gliomas in clinical prac-
tice because it provides important information about the tu-
mor area. Compared to CT and PET images, MRI pro-
vides soft tissue contrast. In MRI, tumors are classified into
four modalities of information. These types are FLAIR, T1,
T1c and T2, as shown in Fig. 1. In general, multi-modality
data can lead to better performance results compared to a
single-modality based approach, as different imaging meth-
ods can capture more information about the tumor [19], [20].
In order to better extract the details of medical images and
save more image energy, [21] proposes a novel MST-based
method. This novel fusion method enhances the compu-
tational efficiency and fusion performance, as well as im-
proves the visual perception of images. [22] proposes a
CNN-based medical image fusion method, the proposed fu-
sion algorithm can effectively preserve the detailed structure
information of source images and achieve good human vi-
sual effects. In addition, the effect of CNN on image pro-
cessing, [23] proposes an image fusion-based algorithm to
enhance the performance and robustness of image dehaz-
ing. Based on a set of gamma-corrected underexposed im-
ages, pixelwise weight maps are constructed by analyzing
both global and local exposedness to guide the fusion pro-
cess. [24] verifies that the dehazed images obtained by the
patch based MEF algorithm always meet the requirements
of intensity decrease. [25] proposed an automated segmen-
tation technique followed by self-driven post-processing op-
erations to detect cancerous cells effectively. [26] attempt
to provide a detailed discussion on different types of adver-
sarial attacks with various threat models and also elaborate
on the efficiency and challenges of recent countermeasures
against them.

Based on the above research, we know that multimodal
medical images are composed of different modal data and
represent different brain features, which is a necessary pre-
requisite for the realization of multi-domain transformation.
In the field of computer-aided diagnosis, multimodal med-
ical images can be used for image segmentation to assist
doctors in diagnosis and treatment. Therefore, data aug-
mentation of multimodal medical images is of great sig-
nificance. In this paper, we propose to use an improved
StarGAN V2 network model for data augmentation to
improve glioma segmentation.

Fig. 1 FLAIR, T1, T1c, T2 sequence of original image slice.

The main contributions of this paper are:
· This paper proposes an image-to-image translation
framework based on StarGAN V2, and attempts to combine
the framework with medical images, which has a positive
impact on the model even in the case of insufficient data.
· In the case of using only single modal data, the multi-
modal medical image data generated after data augmenta-
tion in the designed framework can be used for medical im-
age segmentation through experiments in this paper.
· We add an attention module that reduces the complex-
ity of the model and significantly improves the performance
of the model. Experimental results show that the proposed
design can augment the multimodal brain tumor dataset
and improve the tumor segmentation performance of mul-
timodal data even when the amount of data is insufficient.

2. Related Work

2.1 Generative Adversarial Networks

Generative Adversarial Networks (GAN) are powerful gen-
erative models, which have achieved impressive results in
many computer vision tasks [12]. A typical generative ad-
versarial model consists of two modules: a discriminator
and a generator (Fig. 2). The main role of Generator (G) is to
generate images. First, G will receive random noise and use
the random noise to generate a pseudo-image labeled G(z).
Discriminator (D) is responsible for distinguishing whether
the input image is a real image or not. If D(x) = 1, it means
that this image is distinguished as Real. if D(x) = 0, it is
the generated Fake image. The main role of D in GAN is
to distinguish whether the input image is a real image or not
and provide feedback.

To make the generated images indistinguishable from
real images, the loss function is constructed in GAN [27].
Firstly, G(z) is generated based on random noise, and sec-
ondly, D(x) is trained to distinguish the real or fake images,
and the two steps are alternated to form a dynamic game.
The formula for GAN is as follows:

min
G

max
D

V(D,G) = Ex∼Pdata(x)[logD(x)] +

Ez∼pz(z)[log(1 − D(G(z)))] (1)

Where x as the input data, which is represented as the real

Fig. 2 Typical framework of GAN
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Fig. 3 Model of StarGAN

image of the model input, and z indicates the random noise.
G(z) is represented as the new image output from the gen-
erative G, and D represents the calculated mistake between
the Fake image and the Real image, represented by D(x).
D(G(z)) is the parameter representing the probability that
D distinguishes whether the image generated by G is a real
image or a fake image.

We can see that for G, it’s better for D(G(z)) to be as
big as possible, which means that V(D,G) is as small as
possible. Therefore, it is not difficult to understand that the
minimum for G is minG. The larger the value of D(x), the
smaller the value of D(G(x)), indicating that D is more pow-
erful. At this time V(D,G) will become bigger. In other
words, Eq. (1) represents finding the maximum value maxD

of D. Pdata means the distribution of the original data and
Pg stands for the distribution of the generated data. Equa-
tion (1) shows that when D(x) and G(z) are trained opti-
mally, there are Pdata = Pg and D(x) = 0.5 for Pdata and
Pg, which means that the data distribution of the generated
image matches that of the original image. It means that the
quality of the generated images is sufficiently great to be in-
distinguishable by the discriminator. The poor efficiency in
image-to-image translation is due to the fact that when deal-
ing with image translation tasks between multiple domains,
different models must be trained for each domain. And the
impact on the quality of the generated images is caused by
not fully utilizing the training data. StarGAN [28] was pro-
posed to solve these problems by implementing the trans-
lation between multiple domains in the work of image-to-
image translation using a single generator (Fig. 3).

2.2 StarGAN Works

The contributions of StarGAN are summarized as follows:

· To guide the generation of each domain image, the tar-
get domain information y (Fig. 4) is added as input in
the model G. At this point, the adversarial lossLadv can
be obtained as follows:

Ladv = Ex[logDsrc(x)] +

Ex,c[log(1 − Dsrc(G(x, y)))] (2)

Where Dsrc(x) denotes the probability distribution of
the data given by discriminator D.
· In addition to the ability to distinguish whether the im-

age is a real image, the discriminator D needs to learn

Fig. 4 Framework of StarGAN.

how to classify the image into its corresponding do-
main. For the same input image, generator G needs to
ensure that it can generate different images from differ-
ent target domains, thus obtaining the domain classifi-
cation loss LD

cls and LG
cls:

LD
cls = Ex,y′[−logDcls(y

′ | x)] (3)

LG
cls = Ex,y[−logDcls(y |G(x, y))] (4)

Where Dcls(y′ | x) represents the probability distribu-
tion over the original domain y′ as calculated by D.
· Image reconstruction is to ensure the preservation of

image content in the process of image transformation.
Firstly, the image is converted from the original domain
to the target domain, and then the image of the trans-
formed target domain is converted back to the origi-
nal domain. In order to ensure the consistency of the
transformed image with the original image, the cyclic
consistency loss Lrec is proposed:

Lrec = Ex,y,y′[‖x −G(G(x, y), y′)‖1] (5)

where x is the input image, y′ is the original domain,
and y is the target domain. StarGAN uses (x, y) as input
to the model G, when training the model G to generate
the fake image x′, and then inputs (x′, y′) to the model
G and uses it to reconstruct the image x. StarGAN uses
(x, y′) and (x′, y) as inputs to the discriminator when
training the model D.

In Fig. 4, the job of discriminator D is to judge whether
the image is true or false and classify the image into its cor-
responding domain. In general, D needs to learn how to
classify images into their corresponding domains. g needs
to ensure that it can generate different images from different
target domains.

3. Network Construction

3.1 Network Structure

In this section, we describe StarGAN V2, which is an im-
proved model of StarGAN with the original advantages.
This section describes the theoretical analysis applied to
multimodal medical image data augmentation and the net-
work construction.
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The structure of the ACGAN [24] discriminator is ref-
erenced in StarGAN, a typical GAN model has only ran-
dom noise z as an input variable. ACGAN is different
in that it has an additional classification variable. Typical
GAN model outputs only the judgment of image authentic-
ity, while ACGAN model adds classification judgment on
this basis.

ACGAN not only adds image classification to distin-
guish true or false images but also improves the original dis-
criminator D to distinguish between true and false images
in different domains, so that the generator can translate the
whole structure.

The W distance proposed by Wasserstein GAN [29]
(WGAN) is appropriate for the training of GAN, and ac-
cording to the theory analysis, the loss function of WGAN
is the W distance from one distribution to the other. The W
is calculated by:

W(Pr, Pf ) = inf γ∈∏(Pr ,Pf )E(x,y)∼γ[‖x − y‖] (6)

Where
∏

(Pr, Pf ) is the joint distribution function of all
marginal distributions as Pr and P f .

WGAN-GP [30] adds the concept of Gradient Penalty
(GP) to WGAN, and GP is the gradient term of the real im-
age that evaluates the difference of the generated image. The
calculation formula is as follows:

R(ψ) =
γ

2
Ex̂(‖∇xDψ(x̂)‖ − g0)2 (7)

Where x̂ is for a random spot uniformly sampled on a line
segment between two random points.

Based on this, R1 norm with Adaptive Instance Nor-
malization (AdaIN) [31] is introduced to increase the stabil-
ity. The calculation formula is as follows:

R1(ψ) =
γ

2
EpD(x)[‖∇Dψ(x)‖]2 (8)

AdaIN(z, γ, β) = γ

(
z − μ(z)
σ(z)

)
+ β (9)

where z, μ represents the activation function generated by
the previous convolutional layer, σ is the mean and standard
deviation based on the channel, and γ, β are the parameters
generated by the MLP.

For scalability, StarGAN uses a mapping network to
learn each domain, which achieves high scalability of the
model. Since StarGAN proposes to use predefined labels,
the issue of diversity is not fully considered. A mapping
network structure is added to the style encoder on this ba-
sis, and the output is the style code of the target model. The
first step learns to convert random Gaussian noise into style
codes, and the second step learns to extract style codes from
a given reference image, thus achieving diversity and scala-
bility.

Assuming x is the input image described in the previ-
ous section (Fig. 4), X represents the set of input images,
and Y denotes the set of target domains. Given an image
x ∈ X and y ∈ Y in the target domain, the aim is to train a
single generator G that generates images corresponding to

Fig. 5 In StarGAN V2, (a) the parts related to image generation.
(b) AdaResBlk module.

image x that belong in y. Domain-specific style vectors are
generated in the learning style space of each domain, and
G is trained to reflect the generated medical image modal
vectors. We show the parts related to image generation in
the example given in Fig. 5. The parts of StarGAN V2 re-
lated to image generation are shown in Fig. 5. They include
the ResNet-like [32] (ResBlk) encoder (The blue parts in
Fig. 5 (a) represent the ResBlk module), the decoder with the
AdaResBlk module (yellow part in Fig. 5 (a) and (b)), and a
set of condition-related style information encoders (green
section in Fig. 5 (a)) with a shared header layer (purple sec-
tion in Fig. 5 (a)).

G translates the input image x into the output image
G(x, s), reflecting the domain-specific style code provided
by the mapping network F or style encoder marked as s. The
style is represented in the normalization layer using affine
transform parameters and the residual block uses the AdaIN
layer with the parameters dynamically generated from s by
the multi-layer perceptron (MLP) [31]. Adding s to G. We
show that the network of generators is constructed as be-
low (Table 1). We used Average pooling (AvgPool) because
we need to retain the background information and also the
AvgPool extracts smoother features. The role of Conv1×1 is
to up-dimension/down-dimension the number of channels.

Given a latent code z and a domain y in the mapping
network F, F will generate a style code s.

s = Fy(z) (10)

Where Fy(z) represents the output of F according to y. F
consists of an MLP with multiple output branches, which
can provide s. In addition, F can generate different s by
randomly sampling y ∈ Y . Thus allowing F to learn the style
representation of each modality efficiently and effectively in
the task of generating multimodal medical images. We show
the construction of the mapping network as below (Table 2).
ReLU denotes the Rectified Linear Unit [33].

Given an image x and its correlation domain y in the
style encoder, the encoder E will extract the style code of x.

s = Ey(x) (11)

Where Ey(x) represents the output of E in relation to y. Sim-
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Table 1 Framework of generator

Table 2 Framework of mapping network

ilar to F, E can generate different s with reference to differ-
ent modal images. this allows the output of G to be com-
bined with an image that reflects a different modal image x
with s.

The discriminator D is a multi-task discriminator [34],
which consists of multiple branches. A binary classification
is learned with each branch Dy, which is used to distinguish
whether x is a real image in y or a false image generated
by G(x, s). We show the network construction of the dis-
criminator as below (Table 3). LReLU indicates the Leaky
Rectified Linear Unit [35].

We will explain StarGAN V2 in detail, as shown in

Table 3 Framework of discriminator

Fig. 6 Design diagram of the concrete implementation model of
starGAN V2. (a) Generator. (b) Mapping network. (c) Style en-
coder/discriminator.

Fig. 6 (b), the input of the mapping network is a priori z. The
mapping network learns the style representation of the target
domain image. That is, the source domain image x provides
the general content information of the source domain image,
while the style encoding provides the style representation of
the target domain, and this part can guide the source domain
image x to transform to the image under the target domain
according to the corresponding style. Since each sample is
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different and the obtained style representation is also differ-
ent, different style images under the target domain can be
generated from a fixed x according to different styles.

The style encoder is not simply used to optimize the
mapping network, but its other major role is to guide the
style of the target domain images in the application phase,
that is, if you want to specify the generator to generate and
request the style of a certain image y in the target domain,
what should be sent in at this time is the output of the style
encoder at this time. So that the generated image is the spec-
ified style, here it can be understood that the style encoder
in the test phase is an online label generator, used to specify
the generator (Fig. 6 (a)) to follow what style to transform.

The style encoding combined with the source domain
input image x can be fed to the generator, which outputs
the transformed target domain image, while the discrimi-
nator (Fig. 6 (c)) is used to distinguish whether the gener-
ated target domain image is truly derived from the real target
domain.

In this paper for the construction of a framework based
on StarGAN V2 for multimodal medical image data aug-
mentation. The generator consists of four down-sampling
blocks, four intermediate blocks and four up-sampling
blocks, and each layer has ResBlk.

During training, a sample of latent code z ∈ Z and a
target domain ỹ ∈ Y are randomly selected and a target style
code is generated.

s̃ = Fỹ(z) (12)

x and s̃ are used as inputs to generate the output image
G(x, s̃), where the loss function is.

Ladv = Ex,y[logDy(x)] +

Ex,ỹ,z[log(1 − Dỹ(G(x, s̃)))] (13)

The generator G generates s̃ with a loss function at this
point.

Lsty = Ex,ỹ,z[‖s̃ − Eỹ(G(x, s̃))‖1] (14)

The paper [36] uses more than one encoder to learn the
mapping from an image to its underlying code. The pa-
per [10] trains an encoder E to encourage diverse outputs
from multiple domains. At the time of training in this paper,
the learned encoder E allows the style of the G mapping
reference image to transform the input image.

To further enable the generator G to produce diverse
images, the regularization of G for diversity-sensitive losses
is required [16].

Lds = Ex,ỹ,z1,z2 [‖G(x, s̃1) −G(x, s̃2)||1] (15)

where the target style codes s̃1 and s̃2 are generated by F
conditional on two random latent codes z1 and z2.

In order to ensure that the generated image G(x, s̃) en-
sures the domain-invariant properties of its input image x,
the cycle consistency loss will be used [28]

Lcyc = Ex,y,ỹ,z[‖x −G(G(x, s̃), ŝ)‖1] (16)

Where ŝ = Ey(x) is the estimated style code of the input
image x and y is the original domain of x. By stimulating
the generate G to reconstruct the input image x with the es-
timated style code ŝ G is trained to ensure that the style of x
is changed while the original features of x are preserved.

In summary, the full objective function is as in the pub-
lic

minG,F,E maxD Ladv + λstyLsty

− λdsLds + λcycLcyc (17)

where λsty, λds and λcyc are the hyperparameters of each
term.

3.2 Channel Attention Module

The residual blocks build the entire model, and to enhance
the model’s ability to capture hierarchical patterns and thus
improve the quality of the image representation, we use an
improved Efficient Channel Attention (ECA) module [37].

Suppose the output of a convolution block is μ ∈
Rw×H×C where W, H, and C are the width, height, and chan-
nel size (i.e., the number of filters). Therefore, the weights
of the channels in the SE block [38] can be calculated as

υ = σ( f {W1,W2}(g(μ))) (18)

Where g(μ) = 1
WH

∑W,H
i=1, j=1 μi j is channel-wise global aver-

age pooling (GAP) and σ is a Sigmoid function. Here we
assume that θ = g(μ), f {W1,W2} takes the form

f {W1,W2}(θ) = W2 ReLU(W1θ) (19)

where ReLU denotes the Rectified Linear Unit [33]. To
avoid high model complexity, size of W1 is set to C ×

(
C
r

)
,

and W2 is set to
(

C
r

)
× C. It can be seen from Eq. (19).

that f {W1,W2} involves all parameters of the attention block
of the channel. Although the dimensionality reduction in
Eq. (19) reduces the complexity of the model, it destroys
the direct correspondence between the channels and their
weights. We can see the difference in Fig. 7.

By analyzing the impact of channel dimension reclassi-
fication and cross-channel interactions on channel attention
learning above, the ECA module is used, and ECA does the
following: the first step is to obtain a 1×1×D vector by GAP.
The second step is to complete the information interaction
across channels by 1D-Conv. The size of the convolution
kernel of the 1D convolution is self-adapted by a function

Fig. 7 SE module and ECA module
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that allows more cross channel interactions for layers with a
larger number of channels. The size of the adaptive convo-
lution kernel is calculated as:

k = ϕ(C) =

∣∣∣∣∣∣
log2 C

γ
+

b
γ

∣∣∣∣∣∣ (20)

Where γ and b are set to 2 and 1, respectively, by mapping
ϕ, the high-dimensional channels have a longer range of in-
teractions, while the low-dimensional channels experience a
shorter range of interactions by using a nonlinear mapping.

In Fig. 7, (a) represents the SE block, using two FC lay-
ers to calculate the weights. (b) represents the ECA block,
which generates the channel weights by performing a fast
one-dimensional convolution of size k, where k is deter-
mined adaptively as a function of the channel dimension C.

4. Experiment Results and Analysis

In this section, we will verify whether image-to-image trans-
lation enables data augmentation of multimodal medical im-
ages and verify whether the augmented data can reduce the
dependence on the dataset. UNet [39] was tested using raw
and extended multimodal medical image datasets (We label
it as model1 shown in Table 8), and 2018 Brain Tumor Seg-
mentation Challenge Winner Method (We label it as model2
shown in Table 8) [40], respectively.

The training data for this paper were selected from the
BRATS [41] dataset, which has 285 cases with four modal-
ities of information (FLAIR, T1, T1c, T2). The data were
randomly dropped in the preprocessing step, as if each case
had a modality information. Since the complete modal-
ity dataset is difficult to obtain in multimodal medical im-
ages, because in addition to data collection, alignment needs
to be done. we use single-modal data with image size of
240×240×155 for each modality as the training data for the
theoretical study in this paper. All training processes were
performed in an NVIDIA GeForce GTX 1080 Ti GPU.

In the data augmentation experiment. We use
MUNIT [2] and original StarGAN V2 as our baselines,
which learn multimodal mappings between two domains. In
the medical image segmentation experiments, we compare
the original data with the multimodal medical data after data
augmentation in this paper in the same segmentation exper-
iments, and there is no difference between the two except
for the source of the dataset. The segmentation experiment
is to verify whether the augmented data can be effective,
so the validation experiments are conducted under model1
and model2 with the same experimental environment, re-
spectively.

We evaluate Generated data on diverse image syn-
thesis from two perspectives: latent-guided synthesis and
reference-guided synthesis [10]. Figure 8 we explicitly label
the original data as well as the reference images. Reference-
guided image synthesis results on BRATS, and in Fig. 9
shows us the training process, labeled as FLAIR indicates
that we use the existing modality FLAIR in the GAN to
generate the training process images of other modalities, T1,

Fig. 8 Reference-guided image synthesis results on BRATS

Fig. 9 StarGAN V2 training process generating medical images

T1c, T2 in the same way, The source and reference images
in the first row and the first column are real images, while
the rest are images generated by ours model, and it learns to
transform a source image reflecting the style of a given ref-
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Fig. 10 Here we show the results of the medical imaging. The first row
shows the input data, and the remaining data represents the data generated
buy the model.

erence image. In Fig. 10, we show the results of generating
medical images after model training.

We evaluate both the visual quality and the diver-
sity of generated images using Frechét inception distance
(FID) [42] and learned perceptual image patch similarity
(LPIPS) [43]. We compute FID and LPIPS for every pair
of image domains within a dataset and report their average
values. In the section of validation of medical image seg-
mentation experiments, We evaluated the segmentation ef-
fect by calculating Dice Similarity Coefficient (Dice).

Multimodal unsupervised image translation is imple-
mented in MUNIT, so in this paper, we try to use this as a
base to train different models, but the training effect is not
satisfactory. We can summarize the reasons for the unsat-
isfactory training results of MUNIT here. Since the focus
of MUNIT is still to do image translation from a domain to
another one, which is similar to CycleGAN, so if we want
to do multimodal translation, for example, the dataset used
in this paper has four modalities, and we want to translate
them to each other, then we have to train 12 generators to
complete it. The style part in MUNIT is only to learn the
details of the target image. We give a further explanation,
for example, training a T1-T2 translator in MUNIT (T1 and
T2 are MRI of the same patient in different weighted states),
when the role of the style part is to input a T2 image and let
the generator learn the original T1 image according to the
style of the target T2 image, If the input T2 image is a med-
ical image with tumor, then the T2 image generated based
on T1 image is a medical image with tumor, but this is not
meaningful for the follow-up task we want to do. On the
other hand, the model trained in this paper is a multimodal
model, if a represents the data of T1 modality, then B is the
data of the remaining modal medical images mixed together,
so it is not effective to use MUNIT to achieve multimodal
data augmentation. In this paper, to validate this idea and to
train with CycleGAN under the same conditions, we show it
in Fig. 11 Since CycleGAN is not focused on implementing
multi-domain translation, CycleGAN is not used as a base-
line in this paper and is only shown as a reference.

Here, we provide further explanation of the metrics

Fig. 11 CycleGAN training BRATS process to generate images

Table 4 Latent-guided synthesis

used in this paper, Frechet Inception Distance score (FID)
is a method to calculates the distance between the real im-
age and the feature vectors of the generated image.

FID(x, g) = ‖μx − μg‖2 + Tr
(
Σx + Σg − 2

√
ΣxΣg

)
(21)

where μ and Σ indicate the mean and variance of the clus-
ters. r and g subscripts represent the clustering points from
the real dataset and the generated dataset, respectively. Tr
represents the tracking operator. μx, Σx are the mean and
covariance matrices of the 2048-dimensional feature vector
set of the real image collection at the output of Inception
Net-V3 [44], respectively, and μg, Σg are the mean and co-
variance matrices of the 2048-dimensional feature vectors
of the image collection generated at the output of Incep-
tion Net-V3, separately. A lower FID value implies a closer
match between the generated distribution and the real im-
age distribution, and if the real images used for testing are
high in clarity and variety, sit also implies a high quality and
good diversity of the generated images. We record the value
of the FID in Table 4 and Table 6.

Learned Perceptual Image Patch Similarity (LPIPS),
also known as “perceptual loss”, is used to measure the dif-
ference between two images, which is a metric that learns to
generate a reverse mapping of the image to Ground Truth.
A lower value of LPIPS means that the two images are more
similar. Given a Ground Truth image reference block x and
a noise-containing image distortion block x0, the perceptual
similarity measure is formulated as follows.

d(x, x0) =
∑

l

1
HlWl

∑
h,w

∥∥∥wl �
(
ŷl

hw − ŷl
0hw

)∥∥∥2

2
(22)

where d is the distance x0 from x. The feature stack is ex-
tracted from the L layer and unit-normalized in the chan-
nel dimension. The vectors are used to wl ∈ Rcl deflate
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Table 5 Single mode latent-guide synthesis

Table 6 Reference-guided synthesis

Table 7 Single mode reference-guided synthesis

Table 8 Results of segmentation data

the number of activated channels, and eventually the L2 dis-
tance is calculated. Finally, it is averaged over the space and
summed over the channels.

Dice was used to evaluate segmentation results. The
Dice measures the overlap between the ground truth and the
automatic segmentation which is described by

Dice(P,T ) =
|P ∧ T |

1
2 (|P| + |T |) (23)

where P and T are the pixel-prediction area of the brain
tumor and the ground truth of the brain tumor, respec-
tively. The signal ‘∧’ represents the intersection of two areas
above, and the signal ‘+’ means taking the union of two ar-
eas. The value of Dice is between 0 and 1. The larger the
value, the better the quality of the segmentation. We show
this in Table 8.

In Tables 4 and 6, we show the total scores of LPIPS
and FID for latent-guided synthesis and reference-guided
synthesis, respectively, and Tables 5 and 7 show the FID
scores for medical images with other modalities generated
from a single modality. FID denotes that the distance be-
tween the two distributions of the real and generated images

Fig. 12 Segmentation area of BRATS.

Fig. 13 The segmentation results after data augmentation, compared to
the manually delineated ground truth. Input represents the medical image
after data augmentation. ours represents the output of our data after the
segmentation model.

(lower is better), in contrast to LPIPS which measures the
diversity of the generated images (higher is better). The data
from our experiments can verify that the idea of medical im-
age data augmentation based on GAN proposed in this paper
is desirable.

In Fig. 12, we give the regions to be segmented, Whole
Tumor segmentation (WT), Tumor Core segmentation (TC),
and Enhancing Tumor segmentation (ET) in the Dice met-
ric, whose higher values indicate better segmentation abil-
ity. Finally in Fig. 13, we show some segmentation results
of the demonstration case compared to the manually delin-
eated ground truth (GT).

It can be visualized from Fig. 13 that there is almost
no difference between the training segmentation results and
the GT images. Table 8 shows the experimental results of
model1 and model2 compared with the original data, indi-
cating that the medical image data proposed in this paper
have positive effects after augmentation and are of research
value.

5. Conclusion

In this paper, an improved method based on the principle
of StarGAN V2 is designed and applied to medical images.
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A small amount of original images can be used to augment
the dataset and the augmented multimodal medical images
can be applied to the segmentation task to improve the seg-
mentation effect. The experiments in this paper verify that
the StarGAN V2-based network designed in this paper has
high performance, and also demonstrate that the multimodal
medical images obtained after data augmentation training
are effective for unimodal medical image segmentation. The
training model in this paper achieves high segmentation re-
sults and effectively improves the sample dependence of
deep learning. In addition, this paper can be used to aug-
ment other image datasets and help solve the problem of in-
sufficient image classification and target detection datasets.
Follow-up work can focus on optimizing the network struc-
ture and the relevant characteristics of each mode to achieve
higher segmentation accuracy of brain tumors in medical
images using small sample training.
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