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A novel Adaptive Weighted Transfer Subspace Learning Method
for Cross-Database Speech Emotion Recognition∗

Keke ZHAO†, Nonmember, Peng SONG†a), Member, Shaokai LI†, Wenjing ZHANG†,
and Wenming ZHENG††, Nonmembers

SUMMARY In this letter, we present an adaptive weighted transfer
subspace learning (AWTSL) method for cross-database speech emotion
recognition (SER), which can efficiently eliminate the discrepancy between
source and target databases. Specifically, on one hand, a subspace projec-
tion matrix is first learned to project the cross-database features into a com-
mon subspace. At the same time, each target sample can be represented by
the source samples by using a sparse reconstruction matrix. On the other
hand, we design an adaptive weighted matrix learning strategy, which can
improve the reconstruction contribution of important features and elimi-
nate the negative influence of redundant features. Finally, we conduct ex-
tensive experiments on four benchmark databases, and the experimental
results demonstrate the efficacy of the proposed method.
key words: speech emotion recognition, subspace learning, adaptive
weighted matrix, transfer learning

1. Introduction

Speech is an important vehicle for human communication,
which can reflect human’s emotional states and semantic in-
formation. The goal of SER is to identify emotions from
speech signals, such as anger, disgust, fear, happiness, and
sadness [1]. In practical situations, due to the difference in
speakers, recording devices, languages, and environments,
the training and test data often follow different distributions,
which would lead to inferior recognition performance [2].

To solve the above-mentioned problem, many transfer
learning algorithms have been proposed. Comprehensive
surveys can be found in Refs. [3], [4]. Recently, various
transfer learning algorithms have been presented for cross-
database SER. In [5], Schuller et al. conduct extensive ex-
periments to investigate the cross-database SER problem. In
[6], Hassan et al. introduce three types of transfer learning
algorithms, i.e., kernel mean matching (KMM), Kullback–
Leibler importance estimation process (KLIEP), and uncon-
strained least-squared importance fitting (uLSIF), for cross-
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Fig. 1 The diagram of the proposed method.

database SER. In [7], Liu et al. propose a domain adaptive
subspace learning approach, which learns a projection ma-
trix to transform the original feature space to the label space.
In [8], Song et al. develop a feature selection based transfer
subspace learning framework. In [9], Zhang et al. present
a transfer sparse discriminant subspace learning (TSDSL)
method for cross-database SER. Note that these algorithms
do not fully consider the contribution of different features in
the process of knowledge transfer, which is very important
for transfer learning.

Motivated by the above discussions, in this letter, we
propose a novel adaptive weighted transfer subspace learn-
ing (AWTSL) approach for cross-database SER, in which
the adaptive weighted subspace learning, transfer learning,
and feature selection are integrated into a joint framework.
Our method aims to learn a common feature subspace across
databases by utilizing a novel feature reconstruction strat-
egy. By introducing an adaptive weighted matrix, the con-
tribution of important features is strengthened. Compared
with other transfer subspace learning algorithms, our ap-
proach can learn more transferable feature representations.
The framework is illustrated in Fig. 1.

2. Methodology

We first introduce the main notations used in this letter. Let
Xs ∈ Rm×ns and Xt ∈ Rm×nt be the source and target fea-
ture matrices, respectively, where m denotes the feature di-
mensionality, and ns and nt are the corresponding numbers
of samples. W ∈ Rd×nt is the adaptive weighted matrix,
P ∈ Rm×d is the projection matrix, Z ∈ Rns×nt is the recon-
struction matrix, and d is the dimensionality of the common
subspace. Given a matrix M, ∥M∥F denotes the Frobenius
norm of M, ∥M∥2,1 denotes the ℓ2,1−norm of M, which is
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the sum of ℓ2−norm of rows of M, and Tr(M) denotes the
trace operation of M.

2.1 The Proposed Method

To reduce the divergence across databases, we aim to learn
a projection matrix to find a common subspace, in which
the source and target features are efficiently merged. Here
we assume that each target sample is linearly reconstructed
by using the source samples in the learned subspace. The
objective function is formulated as

min
P,Z

∥∥∥PT Xt − PT XsZ
∥∥∥2

F (1)

where P ∈ Rm×d is the projection matrix, d is the dimen-
sionality of the common subspace, and Z ∈ Rns×nt is the
reconstruction matrix.

Note that the above feature reconstruction strategy
treats all features equally. To further improve the feature
transferable ability, we develop an adaptive weighted matrix
strategy to regularize the reconstruction error, which adap-
tively assigns larger weights to important features. Thus, the
objective function in Eq. (1) can be reformulated as

min
P,Z,W

∥∥∥∥W
1
2 ⊙ (PT Xt − PT XsZ)

∥∥∥∥2

F
(2)

where ⊙ denotes the element-wise multiplication, W ∈ Rd×nt

is an adaptive weighted matrix, and W
1
2 is the square root of

W with all positive elements.
To make the values of W within a reasonable range,

we impose a constraint, i.e., WT 1 = 1, on W. Meanwhile,
to avoid the trivial solution, we add a regularization term
∥W∥2F . Hence, Eq. (2) can be reformulated as

min
P,Z,W

∥∥∥∥W
1
2 ⊙ (PT Xt − PT XsZ)

∥∥∥∥2

F
+ α∥W∥2F

s.t. W ≥ 0, WT 1 = 1
(3)

where 1 ∈ Rd×1 is a vector that all elements are 1, and α is a
regularization parameter.

In practice, the original features might be redundant
and contain noises. Thus, it is necessary to select useful fea-
tures for knowledge transfer. Here, we impose an ℓ2,1−norm
constraint on the projection matrix P and the data recon-
struction matrix Z to make the rows sparse. Then, we can
obtain the following objective function:

min
P,Z,W

∥∥∥∥W
1
2 ⊙ (PT Xt − PT XsZ)

∥∥∥∥2

F
+ α∥W∥2F + β∥Z∥2,1 + γ∥P∥2,1

s.t.W ≥ 0, WT 1 = 1
(4)

where β and γ are the regularization parameters.
Additionally, to avoid trivial solution, we introduce a

constraint PT XHXT P = I. Then, we can obtain the follow-
ing objective function:

min
P,Z

∥∥∥∥W
1
2 ⊙ (PT Xt − PT XsZ)

∥∥∥∥2

F
+ α∥W∥2F + β∥Z∥2,1 + γ∥P∥2,1

s.t.W ≥ 0, WT 1 = 1, Z ≥ 0, PT XHXT P = I

(5)

where H = I − 1
n 1 is the centering matrix, I is an iden-

tity matrix, and 1 is a matrix whose elements are all 1,
X = [Xs, Xt] ∈ Rm×n is the total data matrix, and n = ns+nt is
the number of all samples. Here we impose a non-negative
constraint on Z to ensure good interpretability of the sam-
ples, which can directly reflect the similarity relationship of
two samples.

2.2 Optimization

To solve the objective function in Eq. (5), we develop an
iterative alternative optimization algorithm by utilizing the
alternating direction method of multipliers (ADMM) [10].
Assume E = PT Xt − PT XsZ, we can obtain the following
augmented Lagrangian function:

L(W, E,Z, P,C) =
∥∥∥∥W

1
2 ⊙ E

∥∥∥∥2

F
+ α∥W∥2F + β∥Z∥2,1 + γ∥P∥2,1

+
µ

2

∥∥∥∥∥PT Xt − PT XsZ − E +
C
µ

∥∥∥∥∥2

F

(6)

where C is the Lagrange multiplier and µ is the penalty reg-
ularization parameter.

In the iterative optimization method, when one variable
is solved, the other variables are fixed. It mainly includes
five main sub-processes as follows:

(1) Update W by fixing the other variables, we can
obtain

min
W

∥∥∥∥W
1
2 ⊙ E

∥∥∥∥2

F
+ α∥W∥2F s.t.W ≥ 0, WT 1 = 1 (7)

Suppose w j is the j−th column of W, F = E ⊙ E, and
f j is the j−th column of F, the above equation is equivalent
to the following minimization problem:

min
nt∑
j=1

∥∥∥∥∥w j +
1
α

f j

∥∥∥∥∥2

2
s.t. w j ≥ 0, wT

j 1 = 1 (8)

Then, Eq. (8) can be transformed into the following La-
grangian form:

L(w j, η j, λ j) =
1
2

∥∥∥∥∥w j +
1
α

f j

∥∥∥∥∥2

2
− η j(w

T
j 1 − 1) − λT

j w j (9)

where η j and λ j are the Lagrangian multipliers.
By computing the partial derivative of L w.r.t. w j, we

can obtain

∂L(w j, η j, λ j)

∂w j
= w j +

1
α

f j − η j1 − λ j (10)

According to the Karush-Kuhn-Tucker (KKT) condi-
tion λ j ⊙ w j = 0 and the constraint wT

j 1 = 1, we can obtain
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Table 1 The recognition accuracy (%) of different methods in different tasks.

Tasks
Traditional methods Transfer learning methods

AWTSL
PCA LDA JDA TLDA TJM LSDT GSL TSDSL

E→e 36.02 38.60 38.14 37.21 39.53 37.67 33.05 43.25 40.47
E→R 22.22 26.39 25.93 32.87 29.63 32.50 36.19 38.09 44.17
E→B 40.00 34.29 34.29 38.57 37.14 37.14 39.15 37.28 42.86
e→E 32.35 39.71 45.59 32.55 41.18 30.88 35.71 50.00 57.35
e→R 31.48 28.24 28.24 34.24 31.02 45.00 32.86 41.01 47.50
e→B 25.71 31.43 28.57 26.71 20.00 28.57 28.23 37.14 40.00
R→E 23.65 22.06 38.24 29.12 29.41 32.06 39.29 41.17 60.29
R→e 27.95 31.16 31.63 26.05 29.77 33.49 34.07 33.48 36.74
R→B 23.14 26.43 27.14 30.00 22.86 37.14 35.38 42.57 51.43
B→E 32.35 44.12 44.12 41.18 45.59 30.88 35.04 42.64 54.41
B→e 33.49 28.37 26.98 36.98 36.28 33.95 31.63 35.53 35.35
B→R 40.43 37.50 24.17 40.83 34.17 43.33 36.11 37.67 42.50

Average 30.73 32.36 32.75 33.85 33.05 35.22 34.72 39.98 46.09

w j = max

(
η j1 −

1
α

f j, 0

)
(11)

η j =
1
d
+

1
dα

d∑
i=1

fi j (12)

where fi j denotes the j−th element of vector fi, and d rep-
resents the total number of elements of vector fi. When η j

is computed, the optimal solution for w j can be obtained
by Eq. (11), which in turn gives the optimal solution for the
adaptive weighted matrix W.

(2) Update E by fixing the other variables, we can
obtain

min
E

∥∥∥∥W
1
2 ⊙ E

∥∥∥∥2

F
+
µ

2

∥∥∥∥∥PT Xt − PT XsZ − E +
C
µ

∥∥∥∥∥2

F

(13)

Let G = PT Xt − PT XsZ − E + C
µ

, we can obtain

d∑
i=1

nt∑
j=1

min
ei j

(
ei j −

µgi j

µ + 2wi j

)2

(14)

where gi j and ei j denote the i−th row and j−th column ele-
ments of G and E, respectively. It can be deduced that the
solution for ei j is

ei j =
µgi j

µ + 2wi j
(15)

(3) Update Z by fixing the other variables, we can
obtain the following objective function:

L(Z) = β∥Z∥2,1 +
µ

2

∥∥∥∥∥PT Xt − PT XsZ − E +
C
µ

∥∥∥∥∥2

F

(16)

Since the objective function contains the ℓ2,1−norm,
which is non-smooth and difficult to be solved directly. Ac-
cording to [11], we introduce an iterative optimization al-
gorithm to solve it. ∥Z∥2,1 can be expressed as ∥Z∥2,1 =
Tr(ZT BZ), where B ∈ Rns×ns is a diagonal matrix, B =
diag( 1

2∥z1∥2 ,
1

2∥z2∥2 , . . . ,
1

2∥zns ∥2
), in which zi means the i−th row

of Z. Let M = PT Xt−E+ C
µ

, by taking the derivative of L(Z)
w.r.t. Z, we obtain

∂L(Z)
∂Z

= βBZ − µXT
s PM + µXT

s PPT XsZ (17)

By setting ∂L(Z)
∂Z = 0, we can get

Z =
µXT

s PM

βB + µXT
s PPT Xs

(18)

(4) Update P by fixing the other variables, we obtain

L(P) =γ∥P∥2,1 +
µ

2

∥∥∥∥∥PT Xt − PT XsZ − E +
C
µ

∥∥∥∥∥2

F

+ ϕTr(PT XHXT P − I)

(19)

Let T = E − C
µ

, V = Xt − XsZ, ∥P∥2,1 = Tr(PT AP),

and A = diag( 1
2∥p1∥2 ,

1
2∥p2∥2 , . . . ,

1
2∥pm∥2 ), in which pi means

the i−th row of P. Calculating the derivative of L(P) w.r.t.
P, we get

∂L(P)
∂P

= γAP + µVVT P + µVT T + ϕXHXT P (20)

By setting ∂L(P)
∂P = 0, we can obtain

P =
µVT T

γA + µVVT + ϕXHXT
(21)

(5) Update C and µ by fixing the other variables, we
obtain

C = C + µ(PT X − PT XZ − E) (22)

µ = min(µmax, ρµ) (23)

where µmax and ρ are constants.
The above five steps are repeated until convergence or

the maximum number of iterations is reached.

3. Experiments

3.1 Experimental Setup

In the experiments, we use four popular emotional
databases, including Emo-DB (E), eNTERFACE (e), RML
(R), and BAUM-1a (B) [1]. Based on these databases,
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we conduct 12 different settings of experiments for cross-
database SER (source→ target), i.e., E→ e, E→ R, E→ B,
e→ E, e→ R, e→ B, R→ E, R→ e, R→ B, B→ E, B→
e, and B→ R. we select five common emotional categories
for evaluation, namely anger, disgust, fear, happiness, and
sadness. In our experiments, we assume the source database
is labeled and the target database is unlabeled, and all the
source data and 4/5 of the target data is used for training,
while 1/5 of the target data is used for testing. A 1582 di-
mensional standard feature set in INTERSPEECH 2010 Par-
alinguistic challenge [12] is used for evaluation.

To evaluate the efficacy of the proposed method, we
compare it with several popular subspace learning algo-
rithms, including principal component analysis (PCA), lin-
ear discriminant analysis (LDA), joint distribution adap-
tation (JDA) [13], transfer linear discriminant analysis
(TLDA) [8], transfer joint matching (TJM) [14], latent
sparse domain transfer Learning (LSDT) [15], guide sub-
space learning (GSL), [16], and transfer sparse discriminant
subspace learning (TSDSL) [9]. The two main trade-off pa-
rameters α and β are tuned in the range of {10−4 ∼ 104}. The
maximum iteration number is set to 20. We choose the pop-
ular linear support vector machine (SVM) as the classifier
and use the average recognition accuracy for evaluation.

3.2 Results and Discussions

Table 1 shows the recognition results of different methods.
From the table, we have the following observations.

First, the proposed method achieves much better aver-
age recognition performance in comparison with the base-
line algorithms. This demonstrates that our method can ef-
fectively solve the database mismatch problem for cross-
database SER.

Second, the recognition performance of transfer sub-
space learning methods is better than that of traditional sub-
space learning methods. The reason is that the transfer sub-
space learning algorithms can solve the database mismatch
problem to some extent, which is neglected in traditional
subspace learning algorithms.

Third, our method significantly outperforms the second
best algorithm TSDSL in most tasks. The reason might be
that, on one hand, TSDSL utilizes a graph distance metric,
which only considers the local similarity and cannot well
discover the relationship between different databases. On
the other hand, TSDSL equally treats different features, and
neglects the contribution of important feature. By contrast,
we develop a global sparse reconstruction matrix, which
ensures that the target samples are better represented by
the source samples. Moreover, we develop an adaptive
weighted matrix strategy, which effectively increases the
contribution of important features.

4. Conclusion

In this letter, we present an AWTSL approach for cross-
database SER. Specifically, a common subspace is learned

in which the target features can be linearly represented by
the source features. Meanwhile, an adaptive weighted ma-
trix is learned to enhance the role of important features. In
addition, an ℓ2,1−norm is used to constrain the projection
matrix and reconstruction coefficients to make the model
more robust. Experimental results on four popular databases
show that our method can significantly outperform the state-
of-the-art transfer subspace learning methods.
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