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Altered Fingerprints Detection Based on Deep Feature Fusion®

Chao XU, Yunfeng YAN'', Lehangyu YANG "7, Sheng LI'"", Nonmembers, and Guorui FENG®, Member

SUMMARY  The altered fingerprints help criminals escape from police
and cause great harm to the society. In this letter, an altered fingerprint
detection method is proposed. The method is constructed by two deep con-
volutional neural networks to train the time-domain and frequency-domain
features. A spectral attention module is added to connect two networks.
After the extraction network, a feature fusion module is then used to ex-
ploit relationship of two network features. We make ablation experiments
and add the module proposed in some popular architectures. Results show
the proposed method can improve the performance of altered fingerprint
detection compared with the recent neural networks.

key words:  altered fingerprint, spectral attention, connected networks,
Sfeature fusion

1. Introduction

Fingerprint identification has been widely used in visas, cus-
toms, criminal investigations. In order to avoid AFIS (au-
tomatic fingerprint identification system) -based identifica-
tion, some criminals change the ridge structure of their fin-
gerprints by cutting, transplanting, burning, etc. The re-
sulting fingerprints are called altered fingerprint shown in
Fig. 1. Criminals use altered fingerprint to disturb AFIS in
order to get away from the investigation of the judiciary de-
partment. In 2014, FBI found 412 cases relating to altered
fingerprints [1]. Use of altered fingerprints severely influ-
ences the judicial efficiency, thus, the way to detect altered
fingerprints is needed.

To detect altered fingerprint, Feng et al. [2] proposed
a method to detect altered fingerprint based on fingerprint
orientation field. Yoon et al. [3] detected altered fingerprint
based on directional field discontinuity and minutiae point
distribution features. Ellingsgaard et al. [4], [5] proposed a
method that detected altered fingerprint using singular point
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(a) Original fingerprint (b) Altered fingerprint
Fig.1  Original fingerprint and altered fingerprint

density and minutiae orientation difference. Haraksim et
al. [6] tested the algorithm on two different databases, which
extracted feature based on image space quality information
and fingerprint orientation field. Lazar et al.[7] evaluated
three characteristic performances, including coherence, re-
liability, and uniformity of orientation field.

In 2018, Jain et al. [8] proposed a method based on
deep learning to detect altered fingerprint, and proved that
deep learning method was better than methods above. In
2020, Giudice et al. [9] used a single architecture to solve
multitasks about altered fingerprints. In 2021, Fattahi et
al. [10] used the convolutional long short-term memory net-
work to detect the altered fingerprints. Recently, some pow-
erful CNNs (convolutional neural networks) are proposed,
e.g. EfficientNet [11] and ViT [12]. They are both excellent
deep learning architectures to fill the classification tasks and
not applied to solve the problem about altered fingerprints.
The method in Reference [9] and [10] didn’t improve the
network structure for fingerprint features. But in this paper,
we propose an altered fingerprint detection based on deep
feature fusion of the time-domain and frequency-domain
feature. We call it SAC2NETS (spectral attention connect-
ing two networks), and achieve a good performance at the
moment. The contributions of the paper are as follows.

e The frequency-domain feature of fingerprints is
firstly used to detect the altered fingerprints, which are dif-
ferent from the time-domain feature. We use the real part
and imaginary part of the frequency spectrum to represent
the frequency-domain information to extract complete fea-
ture.

e We design a two-channel network in the field of
altered fingerprint detection to train the time-domain and
frequency-domain features of fingerprints at the same time,
and the real and imaginary part of the frequency spectrum
are trained by the same frequency-domain channel network.

e A spectral attention module is proposed to connect
the two channels of the network. which combines the time-
domain and frequency-domain features in the extraction net-
work to improve the effect of altered fingerprint detection.

Copyright © 2022 The Institute of Electronics, Information and Communication Engineers



1648

Inception-V3
Fingerprint
Image

s
Feature H Valid
| Attention e —_> or
Altered
[ /

Frequency |
spectrum

Fig.2  Altered fingerprint detection flow chart
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Fig.3  Fingerprint images and its spectrogram

2. Altered Fingerprint Detection

The framework of the proposed method is shown in Fig. 2.
Given a fingerprint image and its spectrogram, feature ex-
traction module is used to extract deep feature from them
separately. An attention structure with its spectrogram is
added into the fingerprint image extraction network. Then
we form a 2048-dimensional fusion feature. Based on fu-
sion feature, the classifier can calculate the score to deter-
mine whether it is a real fingerprint or an altered fingerprint.

2.1 Fingerprint Spectrogram

The fingerprint has clear structure, which causes its spectro-
gram to be very characteristic. As shown in Fig. 3, the detail
of the spectrogram concentrates in the middle area on the
graph. The frequency spectrum is calculated by Eq. (1):

N-1M-1

Fv)= Y flry)- e 20 0

x=0 y=0

where F(u,v) represents the frequency spectrum, f(x,y)
represents the fingerprint and j is the imaginary unit.

The spectrogram is calculated by taking the square root
of the sum of the real and the imaginary part square.

|F(u,v)] = VR2(u,v) + I*(u, v) 2)

where |F'(u, v)| represents the spectrogram of the fingerprint,
R(u,v) represents the real part and I(u,v) represents the
imaginary part of F(u,v).

The real part and imaginary part of the frequency spec-
trum are both important. We directly use two parts to repre-
sent the spectrogram to avoid the loss caused by calculating
the square root. R(u,v) and I(u, v) are respectively input into
the network for training, and the frequency-domain feature
is extracted to assist in the detection of altered fingerprints.
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Fig.5  The step of rotating the frequency-domain feature and concatenate
them in the spectral attention module

2.2 Spectral Attention

Because both time-domain and frequency-domain features
have important information. We propose a spectral atten-
tion, which is to fuse time-domain and frequency-domain
features in the middle of the network. The following intro-
duce steps of the spectral attention shown in Fig. 4. Firstly,
the frequency-domain feature is transformed to time-domain
by inverse Fourier transform, shown in Eq. (3).

max(f(x,y))

N-1M-1

1 - ux , vy
_ . pi2n(+5p)
= max(MN E E F(u,v) - e/ v"u’) 3)

u=0 v=0

Yy

where y represents the max value of the transformed
frequency-domain feature. Secondly, we rotate y 90° and
flip y to generate two new features, then concatenate them
with y shown in Eq. (4) and Fig. 5.

y=00.y.y") “4)

where y’ represents the feature that rotate 90° of y, iy’ repre-
sents the feature that flip y, o represents convolutional and
Sigmoid functions and ¢ represents the operation to concate-
nate y, y', y”'.

At last, we make attention to the original time-domain
feature. The original time-domain feature is multiplied by
transforming time-domain feature as Eq. (5).

X=x-y ®)

where x represents the original time-domain feature and x
represents the new time-domain feature.

2.3  Two Connected Networks

The main network is divided into two parts, i.e. the time-
domain feature and frequency-domain feature extraction
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Fig.6  The main part of the two feature extraction networks

networks. Corresponding the time-domain and frequency-
domain features are extracted. The two networks are con-
nected by the attention module which can fuse the above two
features. The proposed networks SAC2NETS are shown in
Fig.6.

2.4 Construction of Deep Feature Fusion Network

Feature extraction module is used to extract deep features
of fingerprint images and difference maps. It consists of
two modified parallel Inception_v3 networks [13], which is
proposed by Google. Feature extraction module can extract
2048-dimensional deep features from fingerprint image and
frequency spectrum respectively.

In feature fusion module, the deep features of fin-
gerprint image and difference map are fused by the linear
weight in Eq. (6). At last, the 2048-dimensional fusion fea-
ture is obtained and then imported to the classifier module.

F=aF +aF, (6)

where F| and F, represent two kinds of feature, @) and @,
represent two learnable weights. The classifier module is
used to map fusion features to the sample label space. More-
over, a binary classifier is constructed using cross entropy
loss function to classify true fingerprint and altered finger-
print. The loss function is shown in Eq. (7).

1
L= Z —lyi - log(pi) + (1 —yi) - log(1 = pp] (7

where £ is the average loss, y; represents the label of sample
i, p; represents the probability that sample i is predicted to
be a positive class.

3. Experiment and Analysis
3.1 Database

Because there is no open altered fingerprint database, we
use the method in [2] to construct the altered fingerprint
database. The original fingerprint database is NIST Special
Database4 [14] which contains 2000 different fingerprints.
The altered fingerprint database contains four kinds of al-
tered fingerprints: Z-CUT, global rotation, central rotation
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Fig.8  Attacked fingerprint

and central transplantation. Z-CUT is the fingerprint that its
center is trimmed into two isosceles triangles, and the two
isosceles triangles are spliced into rectangles according to
their long sides. Central rotation is the whole fingerprint
that rotated for 180 degrees. Global rotation is the finger-
print that its central part is rotated for 180 degrees. Cen-
tral transplantation is the fingerprint which its central part is
transplanted by another fingerprint.

The four types of altered fingerprints are shown in
Fig.7. We divide the original fingerprints into four groups,
and each group is performed an altered pattern. The original
fingerprints and altered fingerprints are flipped horizontally
and vertically to four times. In order to increase the practi-
cability of identification, we add some random attacks to the
datasets, such as slight distortion and blur. Attacked original
fingerprint and altered fingerprint are shown in Fig. 8.

3.2 Experimental Settings

We use PyTorch deep learning framework for experiments.
The hardware environment is a computer equipped with a
NVIDIA GeForce GTX 2070 8 GB graphics card, 16 GB
RAM and an Intel Core i7-8700k CPU. The database is
randomly divided into the training set (40%), validation set
(20%), and testing set (40%). The methods used in the pa-
per are all trained by the same database we construct and
adopted the same percentage of the data.

3.3 Experimental Result and Analysis

To prove the effectiveness of deep feature fusion, we com-
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Table 1  The accuracy comparison (%) between the method in [9] and
SAC2NETS
Method Method in [9] SAC2NET
Accuracy(%) 97.43 97.96
Table 2  The accuracy comparison (%) among the rotation angel in the

attention module

Rotation angel 90°  180° 270° Flip 90°+Flip All

Accuracy (%) 97.72 97.66 97.71 97.66 97.96 97.92

Table 3  The accuracy comparison (%) among different stage of the
resnet-50[15] with SAC2NETS

Method Accuracy (%)

Resnet-50 95.36

stage 1 + SAC2NETS 96.23
stage 2 + SAC2NETS 96.21
stage 3 + SAC2NETS 96.09
All + SAC2NETS 96.86

pare the detection performance of the method proposed with
that in [9] and the result is shown in Table 1. The perfor-
mance of method proposed is 0.53% higher than one in [9].
The frequency-domain feature is also effective in the altered
fingerprint detection. After training, it can distinguish the
high and low frequencies. Therefore, the spectral attention
module to fuse the time-domain and frequency-domain fea-
tures can extract the feature better.

We make ablation experiments to gain a better under-
standing of the proposed method. We first study the influ-
ence of rotation angel of the frequency-domain feature in the
spectral attention module. We compare the influence among
rotating the feature map 90°, 180°, 270° and flipping it. Ta-
ble 2 shows the method combining the features rotated 90°
and flipped together has the best performance. It is nearly
0.15% higher than rotating or flipping the feature, because
the frequency-domain features in different directions have
more information than in one direction. Since the feature
has the central symmetry, it is the same as rotating it 180°.

We next explore the influence of SAC2NETS at dif-
ferent stages by integrating it into ResNet-50 [15]. We add
SAC2NETS to the different stages of the architecture, and
report the results in Table 3. It can be seen that the accu-
racy is higher when SAC2NETS is added to the front stage
of the network, and it obtains the best performance when
SAC2NETS is added to all stages. We consider frequency-
domain features in the front stage of networks have more
complete spectrum information.

Finally, we study the effect of adding SAC2NETS to
some other popular architectures, e.g. Res2Net-50 [16], Ef-
ficientNet [11] and Vit[12]. We can observe the results in
Table 4 that the other architectures with SAC2NETS also
have improvement. Res2Net-50 with SAC2NETS has an
accuracy of 0.58% gain which is superior to Res2Net-50.
EfficientNet with SA2NETS has an accuracy of 0.14% gain
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Table 4  The accuracy comparison (%) among some other popular ari-
tectures, Res2Net [16], EfficientNet [11] and Vit[12] which are added the
method proposed

Method Original Method + SAC2NETS
Res2Net 97.47 98.05
EfficientNet-b2  98.35 98.49
Vit 96.67 96.89

which is superior to EfficientNet. Vit with SAC2NETS pro-
posed has an accuracy of 0.22% gain which is superior to
its direct counterpart. Vit is a new method with transformer,
which is different from CNN. Since the size of feature in Vit
is not fit to make FFT, we only add the spectral attention
once in the first half of the network and the improvement
is not obvious. EfficientNet with SAC2NETS has the best
result which achieves 98.49% detection accuracy.

4. Conclusion

In this paper, an altered fingerprint detection method called
SAC2NETS is proposed. The method trains two deep fea-
ture fusion networks. Feature extraction module is con-
structed by two modified backbone networks and used to ex-
tract deep feature of fingerprint images and frequency spec-
trum. A spectral attention is added in extraction module,
which connects two networks and exchanges information to
help extract features. After extraction module, two kinds
of features are integrated with learnable weights to calcu-
late the category. Results show the backbone networks with
SAC2NETS all have improvement in altered fingerprint de-
tection.
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