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Single Image Dehazing Based on Sky Area Segmentation and Image
Fusion

Xiangyang CHEN†, Haiyue LI††, Chuan LI†††, Nonmembers, Weiwei JIANG††††, Member,
and Hao ZHOU††,†††,†††††a), Nonmember

SUMMARY Since the dark channel prior (DCP)-based dehazing
method is ineffective in the sky area and will cause the problem of too dark
and color distortion of the image, we propose a novel dehazing method
based on sky area segmentation and image fusion. We first segment the
image according to the characteristics of the sky area and non-sky area of
the image, then estimate the atmospheric light and transmission map ac-
cording to the DCP and correct them, and then fuse the original image after
the contrast adaptive histogram equalization to improve the details infor-
mation of the image. Experiments illustrate that our method performs well
in dehazing and can reduce image distortion.
key words: image dehazing, histogram equalization, image fusion, dark
channel prior

1. Introduction

Images are used more and more widely in many fields such
as urban management, military defense, and industrial pro-
duction, and have gradually become the main means for
people to obtain information. The quality of the image di-
rectly affects the subsequent image processing effect. Im-
ages acquired in hazy weather will be seriously degraded
due to atmospheric scattering, which not only affects the
post-processing of images but also affects the work of var-
ious systems, such as military photoelectric reconnaissance
systems. Therefore, it is important to eliminate the influence
of haze on imaging.

The traditional hazy image enhancement method ap-
plies the image enhancement method to clear the image,
directly improves the contrast of the image, and highlights
the details, but it will cause the loss of part of the informa-
tion, such as homogeneous filtering [1], histogram equaliza-
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tion [2] and Retinex [3], [4], etc. But this method does not
achieve physical dehazing. The other is the physical model,
which studies and models the causes of image degradation
caused by haze, and uses the physical model to restore the
hazy image. Among them, the atmospheric scattering model
(ASM) [5]–[7] has attracted the attention of many schol-
ars. Many well-known prior knowledge is used to estimate
the parameters in ASM to restore the clear image, such as
DCP [8], Color Attenuation Prior [9], NonLocal prior [10],
etc. However, these priors are not suitable for all hazy sit-
uations and may cause unwanted artifacts. Learning-based
dehazing methods have been gradually proposed in recent
years, such as DehazeNet [11], AODNet [12], MSCNN [13],
D4 [14]. However, these methods require paired synthetic
hazy images for training, which is prone to overfitting, and
the effect on real outdoor hazy images is mediocre.

Therefore, we propose a dehazing method based on sky
area segmentation and image fusion. Our contributions are
summarized as follows:

• We improved the DCP, including the atmospheric light
estimation and corrections to the transmission map.
• We fuse the DCP-based method with the image

enhancement-based method to obtain more visually
pleasing results. This fusion method can maintain the
original detail information while achieving dehazing
and reducing distortion.

2. Related Work

In computer vision, ASM is used to represent the imaging
model of images collected in hazy scenes:

I(q) = J(q)t(q) + A(1 − t(q)), (1)

where q represents the pixel coordinates, I(q) denotes the
hazy input, J(q) represents the hazy-free output, A rep-
resents atmospheric light, t(q) represents the transmission
map, which describes the proportion of light reaching the
camera. Image dehazing using ASM is to estimate A and
t(q) to solve for J(q):

J(q) =
I(q) − A

t(q)
+ A, (2)

DCP [8] was proposed to estimate t(q), whose mathe-
matical expression is:
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Jdark(q) = min
y∈Ω(q)

( min
c∈{r,g,b}

Jc(y)), (3)

where Jdark(q) represents the dark channel map of J(q),Ω(q)
denotes a patch centered at pixel q. DCP finds that Jdark(q)
is close to 0 through the statistics of images, then t(q) can be
estimated as:

t(q) = 1 − ω∗ min
y∈Ω(q)

(
min

c∈{r,g,b}
Ic(y)
Ac

)
, (4)

where ω is to keep distant objects more haze, and it is set to
0.95 in DCP [8]. DCP also introduces the estimation method
of A. Take the brightest 0.1 percent pixel from the dark
channel of I(q), and then find the value of the pixel with
the highest intensity value in I(q) as the estimated value of
A. Then J(q) can be recovered by Eq. (2). DCP-based meth-
ods [22] have received a lot of attention due to its simplicity
and effectiveness. However, DCP will fail in the sky area,
which will generate noise and affect the visual effect. Differ-
ent from the literature [22], we adopted a new segmentation
method based on the characteristics of the sky region, pro-
posed a new method for estimating atmospheric light and
correcting transmission, and combined image enhancement
methods to fuse multiple enhanced images to improve the
quality of human visual perception.

3. Proposed Method

The process of dehazing is to estimate parameters A and t(q),
and then solve J(q) according to ASM (Eq. (1)). We first
segment the image to be processed into the sky and non-sky
area and then estimate A separately for fusion. Second, we
correct the t(q) estimated by the DCP to obtain a more ac-
curate t(q). Third, we solve for J(q) according to ASM. Fi-
nally, we enhance J(q) through image fusion to obtain high-
quality images that can better meet the human vision.

3.1 Image Segmentation

Traditional methods based on sky region segmentation
mainly utilized histogram analysis, artificial thresholding,
or clustering methods [26]–[28]. Although these methods
could show better segmentation results in some cases, they
needed to manually set the corresponding threshold param-
eters, or were limited to clustering operations. Hence, these
methods were not universal and had the possibility of mis-
judgment.

To accurately segment the sky area of the image to
more properly use DCP, we use the method proposed by
Li [15]. Based on a large number of statistical analyses, this
method proposed a new sky area feature prior, and then ac-
curately divides the hazy image into sky region and non-sky
area. This method can basically completely identify the sky
area of the image, can effectively eliminate the misjudgment
effect caused by highlight noise, and had a certain degree of
robustness. According to this prior, the sky feature F(q) is:

Fig. 1 Sky region segmentation results. The first row is the hazy im-
age, and the second row is the segmentation result, where the green area
represents the segmented sky area.

F(q) = exp(max(0, (λ1 − ∇(q))))

+ exp(max(0, (V(q) − 1.2 ∗ V))) (5)

+ exp(max(0, (λ2 − S (q)))),

where q represents the pixel coordinates, ∇(q), V(q) and
S (q) are the gradient component, brightness component and
saturation component respectively, V is the average bright-
ness value of the whole image, λ1 = 0.005 and λ2 = 0.04
are the feature thresholds by this prior, respectively. Fur-
thermore, the constructed sky feature F(q) is used to judge
the sky area, that is, when the sky feature value F(q) of a
certain pixel is greater than a certain multiple of the sky fea-
ture mean value of the whole image (default 1.2 times), it is
determined that the pixel is part of the sky area Isky, other-
wise it belongs to the non-sky area Inon-sky. If the image size
is m*n, we record the number of pixels in the sky area as
numSky. The segmentation results are shown in Fig. 1.

3.2 Estimation of A

First, we convert the input image to grayscale, then we es-
timate A1 of the entire image according to the DCP, and we
use the average value of the pixels in Isky as A2:

A2 =
S sky

numS ky
, (6)

where S sky represents the sum of pixel values in Isky. The
ratio K of the number of pixels in Isky to the total pixels of
the image is:

K =
numS ky

m ∗ n
, (7)

Then our estimated atmospheric light value A is:

A = A1 ∗ (1 − K) + A2 ∗ K, (8)

Our estimated A combines the advantages of DCP and
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avoids the disadvantage of DCP failure in the sky area.

3.3 Correction of Transmission Map t(q) Based on DCP
Estimation

Since t(q) estimated by the DCP is usually lower than the
true value [9], this will cause errors and lead to noise am-
plification. Therefore, in order to reduce the error of t(q)
estimation, we adopt Wiener filtering [16] to correct t(q) es-
timated by Eq. (4), and then we adopt guided filtering [17] to
refine t(q). According to our estimated A and t(q), the clear
J(q) can be recovered via Eq. (2).

3.4 Image Fusion

Since the image restored by the DCP method will be darker
and the color will be distorted, the visual perception effect
of the human eye is not satisfactory. Therefore, we propose
a fusion method to improve restoration quality and reduce
distortion. First, we enhance the original I(q) through the
Constrained Adaptive Histogram Equalization Algorithm
(CLAHE) [18] to obtain the effect of less haze in human vi-
sion. The CLAHE algorithm controls the enhanced contrast
by setting the clip limit (or contrast factor) parameter. The
larger the parameter value, the greater the contrast, and vice
versa. In our dehazing task, we have found through experi-
ments that for slightly hazy images, setting the clip limit to
0.001 can enhance the detail information, while for dense
hazy images, setting the clip limit to 0.02 can not only bet-
ter enhance the details but also effectively reduce the dense
hazy effect.

We extract the three channels (RGB) of the original
hazy image I(q) as IR(q), IG(q) and IB(q), and then use

Fig. 2 Visual comparison results with other state-of-the-art methods. Image1 is a synthetic hazy
image from RESIDE dataset [24], and Image 2 is a real hazy image from NH-Haze dataset [25].

the CLAHE algorithm to enhance them respectively, and
then perform mean fusion with the three channel compo-
nents JR(q), JG(q), and JB(q) of our dehazed image J(q):

JR(q) =
IR(q) + JR(q)

2

JG(q) =
IG(q) + JG(q)

2
, (9)

JB(q) =
IB(q) + JB(q)

2

where JR(q), JG(q) and JB(q) are the three channel com-
ponents after fusion, and finally we synthesize these three
components into a complete image J(q), which is the final
clear image of our method.

4. Experiments

4.1 Quantitative and Qualitative Experiments

We prove the performance of our method through quanti-
tative and qualitative experiments, comparing it with state-
of-the-art methods including DCP [8], Meng [19], Non-
Local [10], MSCNN [13], DehazeNet [11], AODNet [12],
He [20], Ehsan [21], Zhou [22], and D4 [14]. For quan-
titative evaluation, we adopt the widely used PSNR and
SSIM [23] evaluation metrics. We randomly selected a
synthetic hazy image from SOTS-Outdoor dataset (RE-
SIDE [24]) and selected a real hazy image from NH-Haze
dataset [25] for experiments. From Image1 in Fig. 2, the re-
sult recovered by DCP are darker, the result recovered by
Meng, AODNet, Ehsan and D4 have poor sky area effects,
the result recovered by DehazeNet and He is oversaturated,
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Table 1 Quantitative experimental comparison results for Fig. 2

Table 2 Average quantitative comparison results of all images in SOTS-
Outdoor and NH-Haze datasets

and the result recovered by NonLocal and MSCNN are color
distortion, while the result of our method is most similar to
ground truth, and our method recovers better protection of
the sky area than Zhou’s method. From Image 2, various
methods cannot completely remove the hazy on the dense
hazy image. Other methods either have color distortion or a
lot of residual haze. Our method preserves image details as
much as possible while maximizing haze removal.

In addition, we perform quantitative experimental com-
parisons on the images in Fig. 2 and all images in the SOTS-
Outdoor and NH-Haze datasets. From Table 1 and Table 2,
our method has the highest indicator score, which further
demonstrates the effectiveness of the method.

4.2 Ablation Study

In this section, we discuss the effectiveness of the pro-
posed method, namely Sect. 3.2 to Sect. 3.4. We randomly
selected a hazy image for the experiment, as shown in
Fig. 3. We compare the original DCP method [8], and grad-
ually add the proposed atmospheric light estimation method
(i.e. Sect. 3.2), transmission map correction method (i.e.
Sect. 3.3), and image fusion method (i.e. Sect. 3.4) to re-
cover the input hazy image.

As shown in Fig. 3 (b), the sky region of the result re-
stored by the original DCP method is severely distorted. As
shown in Fig. 3 (c) that after restoration by the atmospheric
light estimation method proposed in this paper, the distor-
tion in the sky area is significantly reduced, but some ar-
eas are darker. From Fig. 3 (d), it can be seen that the re-
sult color information recovered by the proposed transmis-
sion map correction method is better. From Fig. 3 (e), it can
be seen that the image fusion method proposed in this pa-
per restores a more satisfactory visual effect, which is the
closest to the ground truth image. In addition, from the
PNSR/SSIM scores of each result image in Fig. 3, it can

Fig. 3 Ablation experiment visual results. (a) is the input hazy image,
(b) is the result restored by the DCP method [8], (c) is the result restored
by the proposed atmospheric light estimation method (that is, the method
in Sect. 3.2), (d) is the result obtained by the proposed atmospheric light
estimation and transmission map correction methods (i.e. the method in
Sect. 3.2 and 3.3), (e) is the result restored by the proposed atmospheric
light estimation, transmission map correction and image fusion method (i.e.
the method in Sect. 3.2, 3.3 and 3.4).

be seen that the PNSR/SSIM scores of the images restored
by the proposed methods from Sect. 3.2 to Sect. 3.4 increase
sequentially. The PNSR/SSIM scores of various resulting
images in Fig. 3 also demonstrate the effectiveness of each
step of the proposed method.

5. Conclusions

We propose a dehazing method based on sky area segmenta-
tion and image fusion. First, the hazy image is divided into
the sky area and the non-sky area, and then the atmospheric
light is accurately estimated, and then the DCP estimated
transmission map is corrected. Finally, we fused the origi-
nal haze image enhanced by CLHE, which reduced the dis-
tortion caused by the DCP method while achieving dehaz-
ing, and restoring satisfactory results for human vision. Our
method demonstrates that the fusion of prior knowledge and
image enhancement methods is effective in image dehazing,
which is also meaningful for the study of image restoration.
In future, we will integrate more advanced prior knowledge
and image enhancement methods to achieve image dehaz-
ing, making the restored result visually more satisfying.
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