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PAPER
Node-to-Set Disjoint Paths Problem in Cross-Cubes

Rikuya SASAKI†, Hiroyuki ICHIDA†, Htoo Htoo Sandi KYAW†, Nonmembers, and Keiichi KANEKO†a), Member

SUMMARY The increasing demand for high-performance computing
in recent years has led to active research on massively parallel systems.
The interconnection network in a massively parallel system interconnects
hundreds of thousands of processing elements so that they can process large
tasks while communicating among others. By regarding the processing
elements as nodes and the links between processing elements as edges, re-
spectively, we can discuss various problems of interconnection networks in
the framework of the graph theory. Many topologies have been proposed
for interconnection networks of massively parallel systems. The hypercube
is a very popular topology and it has many variants. The cross-cube is such
a topology, which can be obtained by adding one extra edge to each node
of the hypercube. The cross-cube reduces the diameter of the hypercube,
and allows cycles of odd lengths. Therefore, we focus on the cross-cube
and propose an algorithm that constructs disjoint paths from a node to a
set of nodes. We give a proof of correctness of the algorithm. Also, we
show that the time complexity and the maximum path length of the al-
gorithm are O(n3 log n) and 2n − 3, respectively. Moreover, we estimate
that the average execution time of the algorithm is O(n2) based on a com-
puter experiment.
key words: high-performance computing, hypercube, interconnection net-
work, massively parallel system, shortest path, topology

1. Introduction

Today, the demand for high-performance computing prevails
in many fields. However, the performance of a single proces-
sor hits a ceiling, and the large-scale computation becomes
difficult because it takes a considerable amount of time to
implement. Hence, much attention is focused on the parallel
computation, which improves computation performance by
interconnecting multiple processors through a network and
distributing tasks to them.

A topology of the interconnection network of a par-
allel system decides the pattern to interconnect processing
elements in the system. The system performance such as
the communication bandwidth and the dependability signif-
icantly relies on the network topology. There are many
topologies proposed for interconnection networks [1]–[9].
Among them, we focus on the cross-cube [3], which is a vari-
ant of the hypercube [6]. The hypercube has been adopted
for various parallel systems. The cross-cube is obtained by
adding an extra edge to each node of the hypercube. The
diameter of an n-dimensional cross-cube is n − 1, which is
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smaller than the diameter of an n-dimensional hypercube by
one. In addition, the cross-cube has cycles of odd lengths
of 3 or more while the hypercube does not include any cy-
cle with an odd length. Hence, the cross-cube has more
flexibility than the hypercube.

The node-to-set disjoint paths problem is to find k paths
Pi: s { di (1 ≤ i ≤ k) between a source node s and a
set of destination nodes {d1, d2, . . . , dk} in a k-connected
graph G(V,E) so that the paths Pi are node-disjoint, or dis-
joint in short, except for s. The node-to-set disjoint paths
problem [10]–[17] is as important as the node-to-node dis-
joint paths problem [18]–[22] and the set-to-set disjoint paths
problem [23]–[28]. If an algorithm can solve the node-to-
set disjoint paths problem efficiently in a topology, it can
be applied to improve the performance of the systems with
networks based on the topology. That is, the system can
maximize its communication bandwidth and communicate
avoiding faulty nodes and/or links inside.

In this paper, we propose an algorithm that solves the
node-to-set disjoint paths problem in a cross-cube. In an n-
dimensional cross-cube, Wang et al. have proposed an algo-
rithm that solves the node-to-set disjoint paths problem [29].
Their algorithm constructs (n + 1) paths from a source node
to (n + 1) destination nodes that are disjoint except for the
source node. It takes O(n22n) time and the path lengths are at
most 2n− 2. As it is well-known, Menger’s theorem ensures
the existence of a solution [30], and we can obtain one of
the solutions by applying a maximum-flow algorithm. Even
if we apply the simple Ford-Fulkerson algorithm [31] in an
n-dimensional cross-cube, we can obtain the paths from the
source node to the destination nodes that are disjoint except
for the source node in O(n2n) time. Therefore, the contri-
bution of Wang et al. is that they have shown that the path
lengths are at most 2n − 2. The algorithm we propose in
this paper solves the problem in O(n3 log n) time with the
maximum path length 2n − 3. Hence, it provides significant
improvement regarding the time complexity while decreas-
ing the upper bound of the maximum path length by one.

The rest of this paper is organized as follows. Sec-
tion 2 gives a definition of the cross-cube and a lemma re-
garding its property. Next, we propose an algorithm, SPR
(Shortest-Path Routing), that constructs one of the shortest
paths between an arbitrary pair of nodes in the cross-cube in
Sect. 3. Then, we give an algorithm that constructs disjoint
paths between a source node and a set of destination nodes
in the cross-cube in Sect. 4. In Sect. 5, we give the proof
of correctness of the algorithm and its time complexity. We
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also estimate the maximum length of the constructed paths.
Section 6 shows the result of a computer experiment. Fi-
nally, Sect. 7 gives the conclusion and the future work of this
study.

2. Preliminaries

In this section, we give a definition of the cross-cube and a
lemma related to it following the notations and terminology
from the traditional graph theory. For example, a path in a
graph G(V,E) is an alternate sequence of nodes and edges:
a1, (a1, a2), a2, . . . , al−1, (al−1, al), al for ai ∈ V (1 ≤ i ≤ l),
and we use a shorthand a1 → a2 → · · · → al or a1 { al .
The length of a path is the number of edges included in the
path. For two nodes a and b, the paths between them with the
shortest length are called the shortest paths, and the distance
between them, d(a, b), is given by the length of the shortest
paths between them. For two paths L0: a1 { al and L1:
b1 { bm, they are disjoint if they do not have any common
node. If L0 and L1 do not have any common node except
for their terminal nodes a1 = b1, they are disjoint except for
a1(= b1).
Definition 1: An n-dimensional cross-cube Cn (n ≥ 2) is an
undirected graph whose node set, V(Cn), is {0,1}n. For two
nodes a = (a1,a2, . . . ,an) and b = (b1, b2, . . . , bn)(∈ V(Cn)),
an edge (a, b)(∈ E(Cn)) exists if and only if either H(a, b) =
1 or ai = bi (1 ≤ i ≤ n−2), an−1 = bn−1, and an = bn holds.
Note that H(a, b) represents the Hamming distance between
a and b, and it is calculated by H(a, b) = ∑n

i=1 ai ⊕bi , where
⊕ is the exclusive-or operator defined by 0 ⊕ 0 = 1 ⊕ 1 = 0
and 0 ⊕ 1 = 1 ⊕ 0 = 1. Then, the neighbor node b obtained
by reverting the ith bit (1 ≤ i ≤ n) of a is represented
by a(i), and the neighbor node b obtained by reverting the
(n − 1)th and nth bits of a simultaneously is represented by
ac. In addition, the node obtained by reverting the jth bit
(1 ≤ j ≤ n) of a node a(i) (1 ≤ i ≤ n) is represented by
a(i, j).

Figure 1 shows an example of a 4-dimensional cross-
cube, C4.

Let C[i:b]
n represent the sub graph of Cn induced by

the set of nodes a = (a1,a2, . . . ,an)(∈ V(Cn)) with ai = b
(1 ≤ i ≤ n, b ∈ {0,1}).

Lemma 1: For a node a in V(C[1:b]
n ) (n ≥ 3, b ∈ {0,1}),

we can construct (n+ 1) paths of lengths at most 2 from a to
a(1), a(2,1), . . . , a(n,1), and (ac)(1) in V(C[1:b]

n ) such that the
paths are disjoint except for a.
(Proof) We can construct (n + 1) paths, Li (1 ≤ i ≤ n + 1),
of lengths at most 2 as follows (Fig. 2):

Li :


a → a(1) (i = 1)
a → a(i) → a(i,1) (2 ≤ i ≤ n)
a → ac → (ac)(1) (i = n + 1)

Then, a(1) ∈ V(C[1:b]
n ) and H(a, a(1)) = 1 hold. On the

other hand, because H(a, a(i,1)) = 2 (2 ≤ i ≤ n) and

Fig. 1 Example of a 4-dimensional cross-cube, C4.

Fig. 2 (n + 1) disjoint paths from node a(∈ V (C[1:b]
n )) to C

[1:b]
n .

H(a, (ac)(1)) = 3, a(1) is not included in any other paths.
Hence, L1 is disjoint from other paths except for a. Also,
(ac)(1) and a(i,1) (2 ≤ i ≤ n) are distinct. Moreover, because
H(a, ac) = 2 and H(a, a(i)) = 1 (2 ≤ i ≤ n), ac and a(i)

(2 ≤ i ≤ n) are distinct. Hence, Ln+1 is disjoint from Li

(2 ≤ i ≤ n) except for a. Furthermore, for i and j such that
2 ≤ i , j ≤ n, a(i) and a(j) are distinct. Also, a(i,1) and a(j ,1)

are distinct. Hence, Li and Lj are disjoint except for a. From
the above discussion, the (n + 1) paths, Li (1 ≤ i ≤ n + 1),
of lengths at most 2 are disjoint except for a.

3. SPR Algorithm

For a source node s = (s1, s2, . . . , sn) and a destination node
d = (d1, d2, . . . , dn) in V(Cn), we show an algorithm SPR in
this section that constructs one of the shortest paths of length
at most n − 1 between s and d.

Step 1 If s = d, terminate.
Step 2 Let i∗ = min{i | si , di,1 ≤ i ≤ n}.
Step 3 If i∗ ≤ n − 2, let s be s(i

∗), and go back to Step 1.
Step 4 If i∗ = n, let s be s(n), and terminate.
Step 5 If sn = dn, let s be s(n−1), and terminate.
Step 6 Let s be sc, and terminate.

SPR Algorithm clearly constructs one of the shortest
paths of length at most n − 1 between s and d in O(n) time.

4. N2S-R Algorithm

For a source node s and a set of destination nodes D =
{d1, d2, . . . , dn+1} in V(Cn), we give an algorithm, N2S-R,
that constructs (n + 1) paths that are disjoint except for s. If
n = 2, the three disjoint paths are trivially s → s(1), s → s(2),
and s → sc. Hence, we assume that n ≥ 3 in the rest of
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Fig. 3 After Step 2 of Case 1.

Fig. 4 (n + 1) disjoint paths Ui : s { di (1 ≤ i ≤ n + 1) in Case 1.

this paper. N2S-R Algorithm consists of three procedures
depending on the relative distribution of the source node and
the destination nodes. Without loss of generality, we can
assume that s ∈ V(C[1:0]

n ).

4.1 Case 1 (|D ∩ V(C[1:0]
n )| = n + 1)

In this case, we can construct (n+ 1) disjoint paths from s to
D, Ui: s { di (1 ≤ i ≤ n + 1), by using Procedure 1 below.

Procedure 1

Step 1 In C[1:0]
n , apply N2S-R Algorithm recursively to

construct n disjoint paths, Pi: s { di (1 ≤ i ≤ n),
from s to d1, d2, . . . , dn.

Step 2 If dn+1 is included in one of Pi , say Px , discard
the sub path dn+1 { dx to obtain Px : s { dn+1, and
exchange the indices of dx and dn+1 (Fig. 3).

Step 3 Select two edges s → s(1) and d(1)
n+1 → dn+1.

Step 4 In C[1:1]
n , apply SPR Algorithm to construct one

of the shortest paths, Pn+1: s(1) { d(1)
n+1, from s(1) to

d(1)
n+1.

Step 5 Construct (n + 1) disjoint paths, Ui: s { di (1 ≤
i ≤ n + 1), as follows (Fig. 4):

Ui :

{
s

Pi{ di (1 ≤ i ≤ n)
s → s(1)

Pn+1{ d(1)
n+1 → dn+1 (i = n + 1)

4.2 Case 2 (|D ∩ V(C[1:0]
n )| = n)

In this case, we can assume without loss of generality that
D∩V(C[1:0]

n ) = {d1, d2, . . . , dn} and D∩V(C[1:1]
n ) = {dn+1}.

Fig. 5 (n + 1) disjoint paths Ui : s { di (1 ≤ i ≤ n + 1) in Case 2.

Then, we can construct (n + 1) disjoint paths from s to D,
Ui: s { di (1 ≤ i ≤ n + 1), by using Procedure 2 below.

Procedure 2

Step 1 In C[1:0]
n , apply N2S-R Algorithm recursively to

construct n disjoint paths, Pi: s { di (1 ≤ i ≤ n) from
s to d1, d2, . . . , dn.

Step 2 Select the edge s → s(1).
Step 3 In C[1:1]

n , apply SPR Algorithm to construct one
of the shortest paths, Pn+1: s(1) { dn+1, from s(1) to
dn+1.

Step 4 Construct (n + 1) disjoint paths, Ui: s { di (1 ≤
i ≤ n + 1), as follows (Fig. 5):

Ui :

{
s

Pi{ di (1 ≤ i ≤ n)
s → s(1)

Pn+1{ dn+1 (i = n + 1)

4.3 Case 3 (|D ∩ V(C[1:0]
n )| = k < n)

In this case, we can assume that without loss of generality
that D ∩ V(C[1:0]

n ) = {d1, d2, . . . , dk} and D ∩ V(C[1:1]
n ) =

{dk+1, dk+2, . . . , dn+1} (k < n). Then, we can construct
(n+1) disjoint paths from s to D, Ui: s { di (1 ≤ i ≤ n+1),
by using Procedure 3 below.

Procedure 3

Step 1 For each of the destination nodes di (k + 1 ≤ i ≤
n + 1), if d(1)i < D, select the edge d(1)i → di , and
let it be the path Pi: d(1)i → di . Also, let d′i be d(1)i .
Without loss of generality, we can assume that edges
d(1)i (= d′i) → di (k + 1 ≤ i ≤ l) were selected.

Step 2 For each of the destination nodes di (l + 1 ≤ i ≤
n + 1), consider (n − 1) paths, d

(j ,1)
i → d

(j)
i → di

(2 ≤ j ≤ n). If there is a path among them such
that it does not include any other destination nodes
or the nodes on the paths constructed from the other
destination nodes, select it as Pi: d′i { di . Without
loss of generality, we can assume that paths Pi: d′i { di
(l + 1 ≤ i ≤ m) were selected.

Step 3 If m = n, select the path Pn+1: (dn+1
c)(1) →

dn+1
c → dn+1, and let d′

n+1 be (dn+1
c)(1) (Fig. 6).

Step 4 Select the edge s → s(1).
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Fig. 6 After Step 3 of Case 3 with m = n.

Fig. 7 During Step 6 of Case 3.

Fig. 8 After Step 7 of Case 3.

Step 5 In C[1:1]
n , apply SPR Algorithm to construct one of

the shortest paths, Q: s(1) { dn+1, from the node s(1)

to the destination node dn+1.
Step 6 If the path Q includes some of the nodes on the path

constructed in Steps 1 to 3, let d̂x be the closest one to
s(1) along Q. Also, let Px : d′x { d̂x { dx be the path
to which d̂x belongs (Fig. 7). Then, discard the sub
path d̂x { dn+1 of Q, and select Q: s(1) { d̂x { dx .
Also, exchange the indices of Px and Pn+1, the indices
of dx and dn+1, and the indices of d′x and d′

n+1.
Step 7 Discard the path Pn+1: d′

n+1 { dn+1 (Fig. 8).
Step 8 In C[1:0]

n , apply N2S-R Algorithm recursively to
construct paths Ri: s { di (1 ≤ i ≤ k) and
s { d′i (k + 1 ≤ i ≤ n), from the source node s
to d1, d2, . . . , dk, d

′
k+1, d

′
k+2, . . . , d

′
n that are disjoint ex-

cept for s.
Step 9 Construct (n + 1) disjoint paths, Ui: s { di (1 ≤

i ≤ n + 1), as follows (Fig. 9):

Fig. 9 (n + 1) disjoint paths Ui : s { di (1 ≤ i ≤ n + 1) in Case 3.

Ui :


s

Ri{ di (1 ≤ i ≤ k)
s

Ri{ d′i
Pi{ di (k + 1 ≤ i ≤ n)

s → s(1)
Q
{ dn+1 (i = n + 1)

5. Correctness and Complexities

Let T(n) and L(n) represent the time complexity and the
upper bound of the lengths of the paths constructed by N2S-
R Algorithm applied to Cn.

Lemma 2: Procedure 1 constructs (n + 1) disjoint paths of
lengths at most max{L(n − 1),n} from s to D in T(n − 1) +
O(n × L(n − 1)) time.
(Proof) From the hypothesis of induction, Ui (1 ≤ i ≤ n)
are disjoint except for s. Also, from Step 2, Ui (1 ≤ i ≤ n)
do not include dn+1. In addition, because Un+1 is included
in C[1:1]

n except for s and dn+1, it is disjoint from other Ui

(1 ≤ i ≤ n) except for s.
Step 1 takes T(n−1) time to construct n paths of lengths

at most L(n − 1). Step 2 takes O(n × L(n − 1)) time to check
if dn+1 is included in the paths constructed in Step 1. If
it is included, it takes O(1) time to discard the sub path
dn+1 { dx and exchange the indices. Step 3 takes O(1)
time to select two edges of length 1. Step 4 takes O(n) time
to construct a path of length at most n − 2. From the above
discussion, Procedure 1 constructs (n + 1) disjoint paths of
lengths at most max{L(n−1),n} in T(n−1)+O(n×L(n−1))
time.

Lemma 3: Procedure 2 constructs (n + 1) disjoint paths
of lengths at most max{L(n − 1),n − 1} from s to D in
T(n − 1) +O(n) time.
(Proof) From the hypothesis of induction, Ui (1 ≤ i ≤ n)
are disjoint except for s. Also, because Un+1 is included in
C[1:1]
n except for s, it is disjoint from other Ui (1 ≤ i ≤ n)

except for s.
Step 1 takes T(n−1) time to construct n paths of lengths

at most L(n − 1). Step 2 takes O(1) time to select an edge
of length 1. Step 3 takes O(n) time to construct a path of
length at most n−2. From the above discussion, Procedure 2
constructs (n+1) disjoint paths of lengths at most max{L(n−
1),n − 1} in T(n − 1) +O(n) time.

Lemma 4: Procedure 3 constructs (n + 1) disjoint paths of
lengths at most max{L(n − 1) + 2,n − 1} from s to D in
T(n − 1) +O(n2 log n) time.



SASAKI et al.: NODE-TO-SET DISJOINT PATHS PROBLEM IN CROSS-CUBES
57

(Proof) Step 1 selects disjoint edges Pi: d(1)i → di (k +
1 ≤ i ≤ l). Step 2 selects disjoint paths Pi: d′i { di
(l + 1 ≤ i ≤ m). In Steps 1 and 2, if a path from dn+1 is
not selected, it means that d(1)

n+1 ∈ D. Also, in Step 2, if
the path Pi1 : d

(j1 ,1)
i1

→ d
(j1)
i1

→ di1 is selected for a certain
destination node di1 (l +1 ≤ i1 ≤ m), it means that d(1)i1

∈ D.
Therefore, for a destination node di2 (i1 + 1 ≤ i2 ≤ n),
dn+1 blocks at most one of the n paths d(1)i2

→ di2 and
d
(j ,1)
i2

→ d
(j)
i2

→ di2 (2 ≤ j ≤ n) that are disjoint except for
di2 . However, d(1)

n+1(∈ D) cannot block any other remaining
path. On the other hand, the path Pi1 blocks at most 2 of
the n paths. However, d(1)i1

(∈ D) cannot block any other
remaining path. Hence, among n paths considered with the
source node di2 , one path can be always selected. In Step
3, for dn+1, if all of the n paths considered in Steps 1 and 2
cannot be selected, Pn+1: (dn+1

c)(1) → dn+1
c → dn+1 can

be selected as a disjoint path from the above discussion and
Lemma 1. The path s → s(1) { dn+1 constructed in Steps
4, 5, 6, and 7 is disjoint from other paths from the process
of its construction. From the hypothesis of induction, Ri

(1 ≤ i ≤ n) are disjoint. Also, the paths are disjoint from the
paths Pi (k + 1 ≤ i ≤ n) except for d′i . In addition, they are
disjoint from the path s → s(1) { dn+1 except for s. Hence,
Ui (1 ≤ i ≤ n + 1) are disjoint except for s.

In Step 1, for each destination node di (k+1 ≤ i ≤ n+1),
it takes O(n) time to check d(1)i < D and select an edge of
length 1. Hence, it takes O(n2) time in total. In Step 2, for
each destination node di (l+1 ≤ i ≤ n+1), by using the data
structure of the balanced binary tree, it takes O(n log n) time
to find one of the paths d(j ,1)i → d

(j)
i → di (2 ≤ j ≤ n) such

that it does not include other destination nodes or the nodes
on the paths constructed from other destination nodes, and
select the path of length 2. Thus, it takes O(n2 log n) time
in total. Step 3 takes O(1) time to select a path of length 2.
Step 4 takes O(1) time to select an edge. Step 5 takes O(n)
time to construct a path of length at most n − 2. In Step 6,
it takes O(n2) time to check the existence of d̂x . If it exists,
it takes O(1) time to delete the sub path of Q, update Q,
and exchange the indices. Step 7 takes O(1) time to delete
the path Pn+1. From the induction hypothesis, Step 8 takes
T(n−1) time to construct n paths of lengths at most L(n−1)
that are disjoint except for s. From the above discussion,
Procedure 3 constructs (n + 1) disjoint paths of lengths at
most max{L(n− 1)+ 2,n− 1} in T(n− 1)+O(n2 log n) time.

Theorem 1: For a source node s and a set of (n+1) destina-
tion nodes D in V(Cn), N2S-R Algorithm constructs (n + 1)
paths of lengths at most 2n − 3 from s to D that are disjoint
except for s in O(n3 log n) time.
(Proof) From Lemmas 2 to 4, N2S-R Algorithm constructs
(n+ 1) paths from s to D that are disjoint except for s. Also,
from Lemmas 2 to 4, T(n) = max{T(n − 1) + O(n × L(n −
1)),T(n− 1)+O(n2 log n)} and L(n) = max{L(n− 1)+ 2,n}
hold. From L(2) = 1, L(n) = 2n − 3 holds. Thus,

T(n) = T(n − 1) +O(n2 log n) = O(n3 log n) holds.

6. Computer Experiment

To observe the average behavior of N2S-R Algorithm, we
have implemented it by using the programming language
C++. We have conducted an experiment on a computer with
the Intel Core i9-13900KS (3.20GHz) processor, 128.0GB
memory, and the Microsoft Windows 11 Pro Edition operat-
ing system.

By taking advantage of the node-symmetric property of
the cross-cube, the source node was fixed to (0,0, . . . ,0), and
the experiment was carried out in three steps as follows:
Step 1) For each n between 2 to 31, execute Steps 2 and 3 for
10,000,000 times.
Step 2) In an n-dimensional cross-cube, select (n+1) distinct
destination nodes randomly.
Step 3) Apply N2S-R, and measure the sum of execution
time and the maximum path length.
Figures 10 and 11 show the average execution time and the
maximum path length, respectively.

The obtained result regarding the time complexity (see
Fig. 10) indicates that the average time complexity of the pro-
posed algorithm is O(n2) except for the base case n = 2. This
is to be compared with the theoretical worst-case time com-
plexity that has been previously established (see Theorem 1).
The gap between the pessimistic worst-case time complexity

Fig. 10 Average time complexity of N2S-R Algorithm to construct (n+1)
disjoint paths in n-dimensional cross-cubes.

Fig. 11 Maximum length of (n + 1) disjoint paths constructed by N2S-R
Algorithm in n-dimensional cross-cubes.
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O(n3 log n) and the experimentally estimated average time
complexity O(n2) is a good indicator of the performance of
the algorithm.

The experimental result (see Fig. 11) shows that the
theoretical upper bound 2n − 3 is attained with 2 ≤ n ≤ 8.
But the maximum path length stays well on n − 1 as the
dimension n of the network increases, where n − 1 is the
diameter of the n-dimensional cross-cube and is also the
lower bound of the maximum path length. So, the difference
between the experimentally obtained maximum path length
and the theoretical one is yet another strong indicator of the
performance of our proposed algorithm.

7. Conclusion

In this paper, we have proposed an algorithm that solves
the node-to-set disjoint paths problem in the cross-cube.
For a source node s and a set of destination nodes
{d1, d2, . . . , dn+1} in an n-dimensional cross-cube, our al-
gorithm constructs (n + 1) paths Ui: s { di (1 ≤ i ≤ n + 1)
of lengths at most 2n−3 such that the paths are disjoint except
for s in O(n3 log n) time. This is a significant improvement
over the time complexity O(n22n) of the algorithm by Wang
et al. [29]. Also, we have conducted a computer experiment,
which indicated that the average time complexity of our al-
gorithm is O(n2). Also, it showed that the maximum path
length stays well on n − 1 with larger n, and the theoretical
upper bound 2n − 3 is attained with 2 ≤ n ≤ 8.

To reduce the time complexity of the algorithm by elim-
inating its recursive structure is one of our future works.
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