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SUMMARY Emotional speech recognition is generally considered
more difficult than non-emotional speech recognition. The acoustic char-
acteristics of emotional speech differ from those of non-emotional speech.
Additionally, acoustic characteristics vary significantly depending on the
type and intensity of emotions. Regarding linguistic features, emotional
and colloquial expressions are also observed in their utterances. To solve
these problems, we aim to improve recognition performance by adapting
acoustic and language models to emotional speech. We used Japanese
Twitter-based Emotional Speech (JTES) as an emotional speech corpus.
This corpus consisted of tweets and had an emotional label assigned to each
utterance. Corpus adaptation is possible using the utterances contained in
this corpus. However, regarding the language model, the amount of adap-
tation data is insufficient. To solve this problem, we propose an adaptation
of the language model by using online tweet data downloaded from the
internet. The sentences used for adaptation were extracted from the tweet
data based on certain rules. We extracted the data of 25.86 M words and
used them for adaptation. In the recognition experiments, the baseline word
error rate was 36.11%, whereas that with the acoustic and language model
adaptation was 17.77%. The results demonstrated the effectiveness of the
proposed method.
key words: speech recognition, emotional speech, acoustic model adapta-
tion, language model adaptation, deep neural networks

1. Introduction

Speech dialogue systems have been widely researched in re-
cent years [1]–[5]. Some of these systems have been used for
practical purposes such as information retrieval. Research is
also being conducted to realize human-machine chat conver-
sations [6]–[8]. Building a system that considers emotions
is important for applications that want to provide a more
enjoyable dialogue.
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The system must accurately recognize utterances and
emotions to build a speech dialogue system that consid-
ers emotions [9]. This study focused on emotional speech
recognition. Several speech corpora have been used to study
emotional speech recognition [10], [11]. A few Japanese
emotional speech corpora are available [12], [13]. In recent
years, the Japanese Twitter-based emotional speech (JTES)
has been proposed to be used for the study of emotional
speech [14]. Here, emotion and emotional speech recogni-
tion were conducted. Emotional speech recognition was per-
formed using standard Gaussian mixture model-based hid-
den Markov model (GMM-HMM) as the acoustic model.
Sufficient recognition performance was not obtained.

Here, we built a speech recognition system using a
deep neural network-based hidden Markov model (DNN-
HMM). DNN-based speech recognition performed better
than GMM-based recognition in large-vocabulary contin-
uous speech recognition tasks. Similarly, DNN-based mod-
els show higher performance in emotional speech recog-
nition [34]. However, even with DNN-based models, the
recognition performance for emotional speech is still lower
than that for non-emotional speech. For example, the word
error rate (WER) was 15.12% for testset1 in the corpus of
spontaneous Japanese (CSJ) [15] using a well-trained acous-
tic model (AM) and language model (LM) (see Sect. 3.2
for training conditions). However, when the recognition for
JTES was performed using the same models described above,
the performance dropped significantly to 38.1%.

In this study, we used a DNN-HMM as an AM and con-
sidered further model adaptation to improve performance.
Methods for improving emotional speech-recognition per-
formance can be broadly classified into two categories. One
is the improvement by acoustic features, and the other is
model adaptation.

First, here are some examples of research on perfor-
mance improvement using acoustic features. In [19] and
[20], an improvement of acoustic features for emotional
speech recognition was proposed. Robust emotional speech
recognition in noisy environments was proposed by [21].
They used two types of masks, a binary mask and an emotion-
specific mask, were used to reduce the effects of noise and
emotions. In [22], frequency warping was applied to the fea-
ture extraction process of an automatic speech-recognition
system.

Next, we introduce examples of model adaptation stud-
ies. AM and LM adaptation techniques have been widely
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used to improve speech-recognition performance. In partic-
ular, many methods have been proposed for speaker adapta-
tion (e.g. [16]). Adaptation to emotional speech is believed
to be possible using the same methods; however, research
examples are limited. This is thought to be because of
the small amount of data contained in the emotional cor-
pus. The text corpus is insufficient and LM adaptation is
rarely performed. In [17], AM adaptation using MLLR and
bottleneck features was performed and its effectiveness was
demonstrated. However, because the LM was trained with
the closed data, the recognition performance for open data
was unknown. In addition, the AM was based on the GMM-
HMM. AM adaptation with multiple-regression HMM was
proposed in [18]. This method could be applied with a small
amount of adaptation data, but the AM was based on the
GMM-HMM. In [33], a DNN-based model adaptation for
emotional speech recognition was proposed, in which a new
model adaptation technique based on knowledge distillation
was described†.

As mentioned above, there are few studies on DNN-
based AM and LM adaptations for emotional speech recog-
nition. In this study, we aimed to improve the performance of
emotional speech recognition using the simultaneous adap-
tation of the AM and LM.

Training texts are required for LM adaptation in emo-
tional speech recognition. However, the emotional speech
corpus is small, and LM adaptation cannot be performed
sufficiently. In this study, we used tweet data instead of
an emotional text corpus. Tweet data are written language;
however, because there are many sentences with emotions,
they are considered useful for LM adaptation for emotional
speech recognition.

Another problem is that only a few types of emotional
corpora exist. In many studies, the same corpus was used
for training and evaluation, and experiments were conducted
under task-closed conditions. However, when considering
practical use, it is necessary to recognize speech outside of
the task. In this study, we conducted evaluation experiments
using an online gaming voice chat corpus with emotional
labels (OGVC) [12], which was not used for training or adap-
tation (Sect. 5). For comparison, we conducted experiments
with various adaptations of the OGVC (Sect. 6), and clarified
the difference in performance between closed and open tasks.

The contributions of this study are as follows:

(i) Simultaneous adaptation Currently, there are not
enough emotional speech corpora; therefore, there are
very few studies on adaptation techniques for emotional
speech recognition. There are almost no examples of
LM adaptations in this field. Here, we clarified the ef-
fects of AM and LM adaptations on emotional speech
recognition. Furthermore, the effects of simultaneous
adaptation differed depending on the type of emotion.

(ii) LM adaptation using tweet data One of the main lin-

†In [33], our APSIPA2018 paper [23] is listed as a reference,
and it is stated that other than this, there is almost no research on
model adaptation in DNN-based emotional speech recognition.

guistic features of utterances in emotional speech is
colloquial expression at the end of utterances. Because
online tweet data contain linguistic features similar to
the expressions, they are expected to be useful as train-
ing data for LMs. We performed LM adaptation using
tweet data and demonstrated the effectiveness of using
tweet data for emotional speech recognition.

(iii) System generalization Owing to the small number of
emotion corpora, there are few recognition experiments
using different corpora for training and adaptation.
Therefore, the generalizability of emotion recognition
methods is unclear. Here, we performed recognition
experiments targeting the game chat emotion corpus,
which differs from the style of tweets in JTES. Through
experiments, we clarified that the proposed method has
the possibility of general use, rather than simply adapt-
ing to the writing style of tweets.

The remainder of this paper is organized as follows.
Section 2 describes adaptation and recognition methods.
Section 3 describes the experimental conditions. Section 4
discusses the results of the speech-recognition experiments.
Section 5 describes the results of recognition experiments
conducted in OGVC. Section 6 describes the results of adap-
tation experiments in the OGVC. Finally, conclusions are
presented in Sect. 7.

2. Adaptation and Recognition Methods

This section describes acoustic model adaptation [23], lan-
guage model adaptation [24], [25], and speech recognition
methods.

2.1 Acoustic Model Adaptation

In the past, the mainstream acoustic model in speech recog-
nition was the GMM-HMM, which uses a Gaussian mixture
distribution for the output probability of the HMM. How-
ever, since the advent of deep learning, deep neural networks
(DNNs) have been used to calculate output probabilities. The
associated model is called the DNN-HMM method because
it replaces a part of the HMM framework with DNNs. The
DNN-HMM was used as the acoustic model in this study.

Fine-tuning or transfer learning is often used as an adap-
tation method for deep-learning models. In either case, the
model was trained using a large amount of general-purpose
data, and this was used as the initial model. Subsequently, re-
training was performed using a small amount of domain data
to be adapted to improve the recognition accuracy for that do-
main. In fine-tuning, all parameters are retrained. Moreover,
training only the parameters of the output layer is generally
referred to as transfer learning. Here, we used the former as
the adaptation method. Lecture speech was used for train-
ing the initial model. The lecture speech is unsuitable for
emotional speech recognition because few speeches contain
emotions. However, because the amount of lecture speech is
large, it is considered suitable for the initial model training.
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Emotional speech was used as the adaptation data, and the
initial model was adapted for emotional speech. The emo-
tional speech data used in this study were small compared to
the lecture speech data. A back-propagation algorithm was
used for fine-tuning, where early stopping was introduced to
automatically determine the number of epochs.

Early stopping is a technique for automatically deter-
mining the number of epochs for training parameters. In
this method, the number is determined using part of the
training data as the evaluation data and by performing cross-
validation. In the iteration step of training, the iteration was
stopped when the improvement rate of frame recognition
was lower than the threshold value. In this study, the divi-
sion ratio between the training and evaluation data was set
at 9:1.

Conventionally, the adaptation of DNN-HMMs to emo-
tional speech has not been sufficiently studied. To clarify the
type and quantity of effective adaptation data, we conducted
several types of adaptation experiments.

Corpus adaptation We used lecture speeches to train our
initial model. The acoustic environment differs greatly
between lecture speech and emotional speech used for
evaluation. To eliminate this difference, the model is
adapted for emotional speech. The adapted model is in-
dependent of speaker and emotion type. This method is
generally effective for emotional speech, and a relatively
large amount of adaptive data can be used. However, the
characteristics of each speaker cannot be considered.

Emotion adaptation Adaptation was conducted using spe-
cific emotion data. The adapted model depends on
a specific emotion and is independent of speakers.
Acoustic characteristics are thought to differ depend-
ing on the emotions. This method considered these
emotional differences. However, the characteristics of
each speaker cannot be considered. A matched model
is used in the recognition experiments.

Speaker adaptation Adaptation was conducted using data
from the same speaker as the evaluated speaker. The
adapted model is independent of emotion. This method
reflects the emotions of a specific speaker. However,
preparing utterances with transcription labels is nec-
essary for a specific speaker in advance, which poses
a practical problem. A matched model is used in the
recognition experiments.

2.2 Language Model Adaptation

Linguistic features are also important for emotional-speech
recognition. The paper [32] presents the results of an analysis
of the linguistic features of angry speeches. In the case of
anger, colloquial expressions that appear at the end of the
utterance are said to be characteristic. From the above,
it is possible that LM adaptation can model not only the
appearance of words that express emotions directly but also
colloquial expressions peculiar to emotions.

The speech recognition system used in this study em-

ploys an n-gram as the language model. We use a mixed
n-gram as the LM adaptation method [26]. In this method,
adaptation is performed by calculating the linear sum of the
n-gram counts of the data for the initial model training and
adaptation data. The probability of occurrence of word wi
in the adapted LM is calculated as follows:

p(wi) =
α · nadapt

i + nbasei

α · Nadapt + Nbase
, (1)

where nadapt
i and nbasei are n-gram counts of the adaptation

and training data for the initial model, respectively. Nadapt

and Nbase are the total number of ngram counts. α is the
weight for adjusting the imbalance between the amount of
adaptation and initial data. This value was experimentally
set.

JTES was used as the adaptation data for LM adapta-
tion; however, the amount of text data contained in JTES
is limited. Unfortunately, no Japanese text corpus contains
large-scale emotional expressions that are useful for LM
adaptations. To solve this problem, we propose an LM adap-
tation method that uses online tweets. As expected, the tweet
data contained several emotional and colloquial expressions.
In the adaptation step, the sentences used for adaptation are
extracted from the collected tweet data based on certain rules.
After filtering based on these specified rules, a large amount
of tweet data can be obtained.

We used the Twitter API to collect the online tweet
data. The data used in this experiment were tweets posted
on Twitter over 51 days in May, June, and October, 2019.
Japanese tweet data, excluding retweets and tweets from
bots, were collected randomly. Additionally, the collected
tweet data included symbols such as pictograms, emoticons,
and typographical errors; therefore, using these in the state in
which they were collected was difficult. Accordingly, they
were converted into an appropriate data format using the
following process.

• URLs, hash tags, line feeds, and reply destination’s
“@account name” were replaced with blanks.

• Assuming that punctuation marks were sentence breaks,
a text split was performed at these points.

• Texts with more than three words and less than 20 words
were extracted from the results of the MeCab segmen-
tation. MeCab is a morphological analysis tool for
Japanese [27].

The reason for limiting the number of words in each sentence
was to match the characteristics of JTES, which consisted of
independent short utterances with an average of 17 words.
Furthermore, during the extraction of each text, the value
of bigram perplexity was calculated using the initial LM to
select natural sentences as Japanese. Through this process, a
large amount of tweet data consisting of 25.86 million words,
was obtained.

2.3 Speech Recognition System

A two-pass decoder was used in this study as the speech
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recognition system, where a bigram and a trigram were used
for the first and second passes, respectively. These are types
of n-gram LM. In the first pass, a word graph was gener-
ated using the DNN-HMM and bigram LM. Decoding was
performed using a one-pass algorithm that involves a frame-
synchronous beam search and tree-structured lexicon. In the
second pass, the trigram LM was applied to rescore the word
graph and the recognition result was obtained.

In the output probability calculation step, we use the
probability compensation method [28]. In this step, the oc-
currence probability of the state becomes extremely high
with some phonemes such as silence. To solve this problem,
the output probability is compensated. The output probabil-
ity of the DNN-HMM was calculated as

p(x |si) =
p(si |x)p(x)

p(si)
, (2)

where p(x) is the occurrence probability of input feature x,
is omitted because it does not affect the recognition results.
p(si) is the probability of occurrence of state si . This value
depends on the frequency of the appearance of the phoneme
in the training data. Because phonemes, such as silence,
frequently appear in the training data, p(si) increases. By
limiting this value, an extreme decrease in output probabil-
ity can be prevented. The specific methods and effects are
presented in [23]. This method is particularly effective when
the amount of adaptation data is small.

3. Experimental Conditions

3.1 Emotional Speech Corpora

Here, we used two emotional speech corpora, JTES and
an online gaming voice chat corpus with emotional labels
(OGVC) [12].

JTES is based on tweets on Twitter. As tweets contain
many emotional expressions, collecting speech utterances
with various emotions is possible by emotionally reading
the content. In the emotional speech corpus, it is important
to consider the balance of the type of phonemes and prosody.
JTES considers this point. Tweets containing emotions were
extracted by referring to emotional keywords. Next, the
extracted tweets were categorized by matching them with
emotional expression words and classified into four types:
joy, anger, sadness, and neutral. In addition, the number
of characters per sentence was limited, sentences that ended
with nouns were removed, and other special phrases or proper
nouns were removed or edited manually.

Based on the above, a list of 2000 sentences (500 sen-
tences × 4 emotions) was created and used as text for LM
adaptation. When recording utterance data, it is necessary
to consider phoneme and prosody balance. Therefore, bal-
anced sentences were selected from the above 2000 sentences
using the entropy-based method described in [14]. Finally,
200 sentences (50 sentences × 4 emotions) were extracted
and used as the text for AM adaptation (refer Table 1).

The OGVC consists of the voices of game players, who

Table 1 Number of sentences, speakers, and utterances used for adapta-
tion and evaluation on JTES.

Title total adaptation evaluation
# Sents for LM 2000 1960 40
# Sents for AM 200∗ 160 40

# Speakers 100 90 10
# Utterances∗∗ 20000 14400∗∗∗ 400

∗ Part of 2000 sentences for LM.
∗∗ # Sents for AM × # Speakers.
∗∗∗ Same as corpus adaptation in Table 2.

play a massive multiplayer online role-playing game (MMO-
PRG). In an MMOPRG, players play online games and talk
to one another. While concentrating on the game, they ut-
tered speech containing various emotions. The OGVC com-
prises two types of speech: spontaneous and acted. The
former involves recording conversations during the games.
In the latter, professional actors read the transcripts of 17
dialogues extracted from gameplay conversations. We used
the acted speech set in the experiments. When they read
the transcripts, emotion type and intensity were specified in
advance. There are eight types of emotions in the OGVC,
and we used them in the recognition experiments.

Here, the experiments were performed under the as-
sumption that the emotion labels and intensity labels con-
tained in the corpora are correct.

3.2 Recognition Experiments

This section describes the conditions of the recognition ex-
periment. First, we describe the proposed recognition sys-
tem. In the speech analysis module, the speech signal was
digitized at a sampling frequency of 16 kHz. The length of
the analysis frame was 25 ms, and the frame period was set
to 8 ms. A 25-dimensional feature, which comprised the log
mel-filter bank features and log power, was derived from the
digitized samples for each frame. Moreover, the delta and
delta-delta features were calculated from the 25-dimensional
features; hence, the total number of dimensions was 75 per
frame. The input layer of the DNN used 75 coefficients with
a temporal context of 11 frames, totaling 825 input features.
The DNN had seven hidden layers with 2048 hidden units
in each layer. The final output layer had 3003 units, corre-
sponding to the total number of states for the shared-state
triphone.

The AM and LM used in the baseline speech recognition
system were trained using the CSJ by considering the number
of data [15]. CSJ is Japan’s largest spontaneous speech cor-
pus. However, because the CSJ consists of lecture speech, it
is unsuitable for recognizing emotional utterances. Speech
data from 963 lectures in the CSJ were used for DNN-HMM
training. The total speech length was approximately 203 hrs.
The training method of the DNN is as follows: In the pre-
training step, the restricted Boltzmann machine was used as
the training method in the unsupervised mode. In the fine-
tuning step, a class label was assigned to each frame, and a
back-propagation algorithm with stochastic gradient descent
was used. Cross-entropy was used as the loss function. The
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Table 2 Number of adaptation samples and adapted models for each experiment.
Title #adaptation samples #adapted models

Corpus adaptation 14,400 (40 sentences × 4 emotions × 90 speakers) 1
Emotion adaptation 3,600 (40 sentences × 1 emotion × 90 speakers) 4 ( = #emotions)
Speaker adaptation 160 (40 sentences × 4 emotions × 1 speaker) 10 ( = #evaluation speakers)

Kaldi speech recognition toolkit was used to train DNN pa-
rameters [29]. Bigram and trigram models were used as the
LMs. They were trained on textual data containing 2,668
lectures from CSJ, and the total number of words was 6.68
million. CSJ consists of lecture speech, whereas JTES con-
sists of tweets. This causes problems with the unknown
words. The proportion of unknown words in the evaluation
data is 3.15%. To avoid this problem, unknown words were
added to the word lexicon.

The DNN was adapted using a back-propagation algo-
rithm. The mini-batch size was set to 2,048, and the L2
normalization factor was 2.0 × 10−4. No momentum was
used. The early stopping method was used to determine the
number of epochs. The process terminates when the frame
accuracy increases by less than 0.5%. Table 2 lists the num-
ber of adaptation samples for each adaptation. 10% of the
adaptation samples was used for cross-validation. Bigram
and trigram models were used as the LMs.

The LM adaptation using JTES was performed as fol-
lows. The 2,000 sentences for the LM listed in Table 1 were
divided into 1,960 sentences for adaptation and 40 sentences
for evaluation. This type of LM is refferred to as a small-
scale LM. The adaptation data consisted of 17,711 words.
To compare the effectiveness of the amount of training data,
we also prepared an LM adapted with tweet data containing
25.86 million words. This LM is referred to as large-scale
LM.

Speech samples for evaluation were designed such that
the utterance content and speaker did not overlap with the
adaptation data. The data of ten speakers uttering the above
40 evaluation sentences (400 utterances in total) were used
as evaluation data (refer Table 1).

4. Results of Recognition Experiments

This section describes the effectiveness of simultaneous
adaptation using the JTES. Section 4.1 describes the re-
sults of the AM adaptation alone, and Sect. 4.2 discusses the
results of the LM adaptation alone and simultaneous adap-
tation.

4.1 Acoustic Model Adaptation

Table 3 lists the WER results of the AM adaptation experi-
ments. The notations used in this table are as follows.

EPOCH5 The number of epochs was fixed to five.
ESTOP Early stopping was used in the experiments.
ESTOP+UNK Combination method of early stopping and

unknown word addition.

Column ESTOP+UNK for the baseline is unrelated to

Table 3 Results of AM adaptation experiments (WER(%)).
†Only unknown word addition was performed.

Type EPOCK5 ESTOP ESTOP+UNK
Baseline 38.10 36.11 †
Corpus 32.37 29.76 26.91
Emotion 29.50 29.42 26.98
Speaker 27.86 25.50 23.05

ESTOP, because it has not been adapted. Only unknown-
word additions were performed. The results demonstrate
that the recognition performance without adaptation is low,
whereas every adaptation method is effective. ESTOP+UNK
yields the best results.

When comparing EPOCH5 and ESTOP, the early stop-
ping method was found to be effective. The number of
epochs in the ESTOP experiments was large when speaker
adaptation was conducted, and it depended on the speaker.
The numbers ranged from 11 to 23. By contrast, the number
is small when the corpus adaptation or emotion adaptation
is conducted. As mentioned above, the number varies de-
pending on the adaptation method, and fixing the number
degrades recognition performance. Appendix A describes a
further detailed study on early stopping.

In a comparison of the various adaptation methods in
Table 3, speaker adaptation showed the best performance.
This indicates that the influence of speaker characteristics is
stronger than that of emotions. However, because speaker
adaptation is performed in a supervised manner, labeled
speech is required in advance for the speaker to be recog-
nized. Therefore, speaker-adaptation is impractical. How-
ever, corpus adaptation and emotion adaptation do not re-
quire the speaker’s speech; thus, they are highly practical.
The corpus and emotion adaptation exhibited similar perfor-
mance. This means that the emotion-dependent model was
not as effective under these experimental conditions. In this
experiment, four emotions, anger, joy, sadness, and neutral,
were used. However, since various emotional strengths are
possible even for the same emotion, it is considered inappro-
priate to simply classify emotion types. To create emotion-
dependent models, further consideration of the classification
type is necessary.

Figure 1 shows the WER for each emotion in the
ESTOP+UNK condition. A performance improvement was
observed in the results for all emotions. However, the perfor-
mance for each emotion was lower than that for the neutral
emotion. This agrees with the general finding that the recog-
nition of emotional speech is difficult.

To analyze these results, we conducted two types of
phoneme recognition experiments, as shown in Table 4. In
this table, the phoneme recognition results obtained using
the phoneme bigrams are shown in the upper row. The
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Fig. 1 Word error rate for each emotion using various AMs without LM
adaptation [%].

Table 4 Phoneme error rate for each emotion using the corpus adaptation
model with the phoneme bigram as the language model (%).

n-gram ang joy sad neu
Phoneme 18.38 20.27 12.94 14.99

Word 9.1 14.14 8.62 9.32

corpus adaptation model was used as the acoustic model,
and the phoneme bigram was trained using the CSJ corpus.
Using a different method, the word recognition results were
converted into phoneme sequences to calculate the phoneme
error rate (PER), and the results are shown in the lower
row. These experiments also used the corpus adaptation
model. Note that the results in the upper row were not
affected by the word n-grams. The results in the upper row
show that ang and joy are acoustically difficult to recognize.
These emotions are characterized by large variations in their
acoustic features. The standard deviation of the cepstrum
from c1 to c12 in the JTES evaluation set was calculated.
The results were 7.17 for ang, 6.91 for joy, 6.19 for sad, and
6.14 for neu. As shown, ang and joy exhibit large variation
in their cepstral features. By contrast, the lower results show
different tendencies. The PER of joy is high as shown in the
upper row, but that of ang is greatly reduced. This shows
that the use of word LM is effective for the recognition of
emotion ang. However, the WER of ang in Fig. 1 is not
low compared to the PER shown at the bottom of this table.
It is believed that there are some homonyms or morpheme
segmentation errors.

As described above, acoustic variations and linguistic
tendencies differ depending on emotion type. This suggests
the importance of the simultaneous adaptation of the AM
and LM.

4.2 Language Model Adaptation and Simultaneous Adap-
tation

We calculated the perplexity of the test set to examine the
effects of LM adaptation. Table 5 shows the values of the
test set perplexity in each LM when the weight α in Eq. (1)
was set to the optimum value. The notations used in this
table are as follows:

Baseline We used the LM trained using the CSJ. The CSJ

Table 5 Test set perplexity for JTES with various LMs.
Domain CSJ Twitter
Model baseline small-scale large-scale
Bigram 1053 849 272
Trigram 996 907 224

Table 6 Word error rate for JTES with various LMs (%).
LM adaptation

Domain CSJ Twitter
Model baseline small-scale large-scale
Anger 40.97 36.26 28.61

Joy 41.23 31.19 30.31
Sadness 39.09 35.77 27.42
Neutral 23.13 20.60 16.39
Average 36.11 30.95 25.68

Simultaneous adaptation of AM and LM
Model baseline small-scale large-scale
Anger 28.61 28.29 20.70

Joy 32.62 24.24 21.85
Sadness 26.52 25.82 15.91
Neutral 19.88 18.26 12.65
Average 26.91 24.15 17.77

consists of lecture speech.
Small-scale We used the LM adapted from the data in JTES.

The JTES consists of tweet data; however, the amount
of data is limited.

Large-scale We used the LM adapted by tweet data obtained
online.

From the results, the small-scale LM has some effect,
whereas the large-scale LM is the most effective. We ex-
perimentally determined the weight α that yields the lowest
perplexity. Specifically, we set the weight to 100 for the
bigram, 30 for the trigram for the small-scale LM, and two
for the large-scale LM in each case. In the small-scale LM,
the adaptation data are small compared to the data of the
baseline model; thus, the optimum value of the weight is
large.

The following describes LM adaptation and the simul-
taneous adaptation of LM and AM. AM adaptation in the
latter was examined using corpus adaptation. As shown in
Table 3, the performance of emotion adaptation is the same
as that of corpus adaptation, although its calculation cost is
high. Therefore, a corpus adaptation model was used.

Recognition experiments were conducted using only
LM adaptation and simultaneous adaptation of LM and AM.
The former performed only LM adaptation, and the AM used
the baseline model, whereas the latter used the corpus adap-
tation model as the AM. Table 6 presents the results. large-
scale LM yielded the best results. Based on the hypothesis
that tweet data contains colloquial expressions that express
emotions, we constructed large-scale LM. The results sug-
gest the importance of using a large number of colloquial
expressions.

The results demonstrate that the performance of the
simultaneous adaptation of LM and AM was better than
that of LM adaptation alone. Compared to the results of the
AM adaptation alone, the performance of the large-scale LM
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Table 7 Example of differences in recognition results by the small-scale
and large-scale LMs. System used adapted AM. /Q/ is a geminate stop
consonant.

Type recognition results
Correct Kore baQkari
Meaning Only this

Small-scale LM Kore bakari
Large-scale LM Kore baQkari

Correct Zikan aru toki
Meaning When you have time

Small-scale LM Zikan ga aru toki
Large-scale LM Zikan aru toki

Correct Heizitsu na no ni komi sugi
Meaning It’s too crowded on weekdays

Small-scale LM Heizitsu no nikomi sugi
Large-scale LM Heizitsu na no ni komi sugi

adaptation alone was slightly higher. The WER of the former
was 26.91% and that of the latter was 25.68%. Finally, the
simultaneous adaptations yielded the best results of 17.77%.
Simultaneous adaptation of the AM and LM significantly
improved performance, suggesting that the adaptations of
the AM and LM had different characteristics.

Next, we analyzed the recognition results. Table 7
lists the differences between the recognition results of the
small-scale and large-scale LMs. In the first example, the
consonant /Q/ is missing in the small-scale LM condition.
/Q/ is a geminate stop consonant expressed by a one-mora
pause, which is a consonant unique to Japanese. In this case,
although this consonant does not appear in typical vocaliza-
tions, it tends to appear when the emotions are emphasized.
In the next example, the postpositional particle ga is in-
serted in the case of small-scale LM. Postpositional particles
are parts of speech unique to the Japanese. Generally, ga
occupies this position in Japanese grammar. However, post-
positional particles often drop when colloquial expressions
are used under the influence of emotions. Based on this,
large-scale LM is believed to effectively express emotions
and colloquial styles. In the last example, the auxiliary verb
na is missing in the small-scale LM condition. Additionally,
because of the elimination of na, a morphological analysis
error occurred. The words ni and komi were merged into
one word. We also investigated cases in which the recog-
nition performance did not improve, even when large-scale
LM was used. We found that recognizing fillers in colloquial
style was difficult. In Japanese, fillers are often articulated
as long vowels. These long vowels are often devocalized in
emotional speech. The frequency of this error depended on
the speaker. These errors are thought to be caused by the
AM rather than the LM.

Next, we investigated why the large-scale LM per-
formed better than the LM trained using only tweet data
(tweet LM). In our experiments, tweet data were used for
evaluation; thus, the tweet LM is expected to have higher
performance. However, the results differ: when the tweet
LM was used instead of the large-scale LM under the simul-
taneous adaptation conditions shown in Table 6, the WER
was 25.97% for ang, 33.69% for joy, 34.55% for sad, and
37.23% for neu. The fact that the recognition performance

Fig. 2 Test set perplexity for JTES and OGVC with large-scale LMs.

Table 8 Example of recognition results for each LM. Both results are
the same as the phoneme sequence, but have different meanings or different
morpheme segments.

Phoneme seq. Large-scale LM Tweet LM
saQki さっき 殺気
desune です/ね で/拗ね
desu です で/ス

desunode です/の/で で/スノ/で

using tweet LM degrades is consistent with the results of per-
plexity in Fig. 2, which will be described in the next section.

The rate of increase in WER was much higher for sad
and neu than for ang and joy. Tweets contain many colloquial
expressions; therefore, it is believed that whether the LM is
suitable depends on the type of emotion. For sad and neu,
which have many relatively formal utterances, the tweet LM
can cause poor performance. By contrast, the performance
on these emotions can be expected to be improved by using
the CSJ and the tweet data together in training, because
the CSJ contains many formal-style utterances. Looking
at the specific errors, words and phrases unique to tweets
tend to appear in the recognition results of the tweet LM.
Examples are listed in Table 8. In the results of the tweet
LM, many homonym and morphological segmentation errors
are observed. Thus, by mixing tweet data and CSJ data,
an effective LM can be created regardless of the degree of
colloquialism.

5. Recognition Experiments in the OGVC

The experiments described in the previous section were task-
closed experiments using the JTES for both adaptation and
evaluation. To verify the usability of the adapted AM and
LM for other tasks, we conducted recognition experiments
using evaluation data from different tasks. In this section,
we use the OGVC described in Sect. 3.1 as evaluation data.
The OGVC consists of game players’ online chats, and their
acoustic and linguistic characteristics are significantly dif-
ferent from those of the JTES.

The corpus-adapted model for the JTES was used as
the AM, and the small-scale and large-scale LMs were used
as LMs. The evaluation data were the acted speech of the
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OGVC, and four types of emotion-intensity data were used.
A total of 448 sentences (112 sentences × 4 speakers) were
used for each emotional intensity. The four levels of intensity
range from 0 to 3, where 0 represents no emotion and 3
represents a strong emotion. Note that although the utterance
with level 0 was uttered without emotion, the content of the
utterance contained emotional expressions. For the LM,
64 unknown words appearing in the evaluation data were
added to avoid the influence of unknown words, as in the
experiments with the JTES.

We examined test set perplexity to confirm the validity
of the adapted LMs. Figure 2 shows the results for large-
scale LM. Although not shown here the test set perplexity
of the baseline LM before adaptation (i.e., α = 0) for the
OGVC is 1279 for the bigram and 1245 for the trigram.
On the other hand, the test set perplexity of the LM trained
by tweet data only (i.e., α = ∞) was 413 for bigram, and
378 for the trigram. From these results, it can be observed
that the performance of large-scale LM generated by LM
adaptation is higher than that of the baseline LM and the
LM trained using tweet data only. The utterance contents
were significantly different between the JTES and OGVC.
However, because the test set perplexity dropped sufficiently
for the OGVC, the large-scale LM adapted to tweet data
was considered versatile. Compared to the results of JTES,
the values were higher, but the tendencies were similar. The
reason why the best weight for the JTES is shifted to a higher
value than that for the OGVC is that the domain of the JTES
matches adaptation data.

Table 9 presents the recognition results for the OGVC.
From the comparison of LM adaptation and simultaneous
adaptation, AM adaptation was effective, although it was
adapted in another task. When comparing emotional inten-
sity, recognition becomes difficult if emotional intensity is
high. This suggests that emotional intensity has a significant
influence on the acoustic characteristics. From the com-
parison between the LMs, the performance improvement in
the small-scale LM was limited; however, a sufficient im-
provement was observed in the large-scale LM. Although
the OGVC consists of in-game utterances and is dissimi-
lar to the JTES, the results show significant improvements.
This suggests that the proposed LM is versatile for emotion

Table 9 Word Error rate for OGVC with various LMs (%). Large-scale
LM1 shows the results using the optimal weight for OGVC.

LM adaptation
Domain CSJ Twitter

Emotional baseline small- large- large-
intensity LM scale LM scale LM scale LM1

0 32.61 31.52 24.48 24.30
1 41.59 39.79 33.03 33.37
2 47.30 45.89 40.16 39.81
3 54.29 52.94 47.33 47.14

Simultaneous adaptation of AM and LM
0 28.02 26.75 21.01 20.85
1 33.37 31.64 25.99 25.65
2 37.94 36.46 31.17 30.77
3 43.12 42.66 37.73 37.42

recognition applications. In Table 9, the large-scale LM
used the weights determined using the JTES, whereas the
optimal weights for the OGVC (0.5 for the bigram and 1.0
for the trigram) were used in large-scale LM1. The differ-
ence in performance between the two methods was small.
This indicated that the weights determined by the other tasks
were versatile. From this, the AM and LM adaptations were
shown to be effective, even in open tasks.

6. Adaptation Experiments in the OGVC

In Sect. 5, we described the recognition results of the OGVC
using AMs and LMs adapted to the JTES. In this section, we
present the results of recognition experiments with models
adapted to the OGVC. Because acted speech in the OGVC
has a limited amount of data, some ingenuity was required.
Only four speakers were included in the acted-speech dataset.
Therefore, the utterances of three speakers were used for
adaptation, while the remaining one was used for evaluation.
The AM adaptation experiments were performed by repeat-
ing this process four times. By contrast, the utterance content
of the acted-speech dataset is part of the spontaneous-speech
dataset. Therefore, the utterance content of the spontaneous
speech can be used as the adaptation texts for the LM adap-
tation.

Based on the above, 1,334 sentences (112 sentences
× 4 emotion strengths × 3 speakers) from the acted speech
were used for the AM adaptation, and 17,711 words from the
spontaneous speech were used for the LM adaptation. We
used the same evaluation data as described in Sect. 5. For
the AM adaptation, the corpus adaptation model was used as
the initial model. For the LM adaptation, we compared the
results when the LM trained by the CSJ was used as the initial
model (OGVC LM) and when the large-scale LM was used
as the initial model (OGVC LM base on large-scale). As in
the previous section, the weights α for adaptation of bigrams
and trigrams were experimentally set so that perplexity was
the lowest.

Table 10 lists the obtained experimental results. As
for the AM adaptation, the effect is small compared with
Table 9, but some effect is seen for evaluation data with high
emotional intensity. As for the LM adaptation, OGVC LM

Table 10 Word Error rate for OGVC with various LMs adapted to OGVC
(%). The corpus adaptation model was used as the baseline AM.

LM adaptation by OGVC
Domain CSJ Twitter OGVC

Emotional baseline large- OGVC OGVC LM based
intensity LM scale LM LM on large-scale

0 28.02 21.01 24.36 20.63
1 33.37 25.99 28.77 25.16
2 37.94 31.17 34.22 29.72
3 43.12 37.73 39.14 35.94

Simultaneous adaptation of AM and LM by OGVC
0 27.15 20.38 23.64 19.82
1 32.23 26.15 28.46 25.07
2 35.70 28.83 31.82 27.44
3 39.58 35.73 36.07 33.73



KOSAKA et al.: SIMULTANEOUS ADAPTATION OF ACOUSTIC AND LANGUAGE MODELS FOR EMOTIONAL SPEECH RECOGNITION USING TWEET DATA
371

has lower performance than the large-scale LM, but when
the large-scale LM is used as the initial model, some effect
is seen for evaluation data with high emotional intensity. As
mentioned in Sect. 5, it is clear that the corpus adaptation
AM and the large-scale LM are effective for different tasks,
such as OGVC. Moreover, when AM and LM models are
adapted to the OGVC, some effect is seen for data with
strong emotional intensity.

7. Conclusions

We investigated the improvement in emotional speech recog-
nition performance through the simultaneous adaptation of
AMs and LMs. Both LM and AM adaptations yielded good
results in recognition experiments. The baseline WER was
36.11%, whereas that of simultaneous AM and LM adap-
tation it was 17.77%. This establishes the effectiveness of
the proposed method. In addition, the proposed simultane-
ous adaptation demonstrated performance improvement even
in dissimilar emotional environments such as the OGVC,
thereby confirming its potential for general use.

In these experiments, the proposed adaptation method
was found to be effective for OGVC; however, the recog-
nition performance was still low. In the future, we plan to
examine emotion adaptation by investigating AM adaptation
in relation to emotion intensity rather than simply creating
emotion-dependent models. Such class models can be used
in ASR systems by automatically selecting them based on
a likelihood criterion. Additionally, we plan to improve
the emotion recognition system developed in our labora-
tory by using the speech recognition outputs examined in
this study [30]. Furthermore, we plan to introduce the pro-
posed recognition techniques to our multimodal dialogue
system [31].
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Appendix: Detailed Examination of Early Stopping

Table A· 1 shows the relationship between the number of
epochs and recognition performance in the corpus and emo-
tion adaptation experiments. In this table, ORACLE indi-
cates that the number was adjusted to the optimum value.
In corpus adaptation, the auto-determined number is equal
to the optimum number. This indicates that the method
was successful in this case. For emotion adaptation, the
WERs in the ESTOP experiments were similar to those in the
ORACLE except for the neutral emotion. Based on these re-
sults, this method is considered effective, particularly when
recognition performance is low.

Table A· 1 Relationship between number of epochs and recognition re-
sults (WER[%]).

Type class EPOCH5 ESTOP ORACLE
(#epochs) (#epochs)

Corpus 32.37 29.76 (1) 29.76 (1)
Average 29.50 29.42 28.84
Anger 35.83 34.58 (2) 34.17 (3)

Emotion Joy 37.23 37.23 (3) 37.08 (1)
Sadness 25.30 25.76 (1) 25.30 (5)
Neutral 19.64 20.12 (2) 18.80 (10)
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