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SUMMARY This paper presents the design and implementation of an
automated multi-phase facilitation agent based on LLM to realize inclusive
facilitation and efficient use of a large language model (LLM) to facilitate
realistic discussions. Large-scale discussion support systems have been
studied and implemented very widely since they enable a lot of people to
discuss remotely and within 24 hours and 7 days. Furthermore, automated
facilitation artificial intelligence (AI) agents have been realized since they
can efficiently facilitate large-scale discussions. For example, D-Agree is
a large-scale discussion support system where an automated facilitation AI
agent facilitates discussion among people. Since the current automated
facilitation agent was designed following the structure of the issue-based
information system (IBIS) and the IBIS-based agent has been proven that
it has superior performance. However, there are several problems that need
to be addressed with the IBIS-based agent. In this paper, we focus on the
following three problems: 1) The IBIS-based agent was designed to only
promote other participants’ posts by replying to existing posts accordingly,
lacking the consideration of different behaviours taken by participants with
diverse characteristics, leading to a result that sometimes the discussion
is not sufficient. 2) The facilitation messages generated by the IBIS-based
agent were not natural enough, leading to consequences that the participants
were not sufficiently promoted and the participants did not follow the flow
to discuss a topic. 3) Since the IBIS-based agent is not combined with
LLM, designing the control of LLM is necessary. Thus, to solve the prob-
lems mentioned above, the design of a phase-based facilitation framework
is proposed in this paper. Specifically, we propose two significant designs:
One is the design for a multi-phase facilitation agent created based on the
framework to address problem 1); The other one is the design for the com-
bination with LLM to address problem 2) and 3). Particularly, the language
model called “GPT-3.5” is used for the combination by using corresponding
APIs from OPENAI. Furthermore, we demonstrate the improvement of our
facilitation agent framework by presenting the evaluations and a case study.
Besides, we present the difference between our framework and LangChain
which has generic features to utilize LLMs.
key words: automated facilitation agent, consensus-making, group discus-
sion, large language model

1. Introduction

Consensus-building holds significant relevance in the realm
of multi-agent systems, wherein the goal is to foster agree-
ment through robust discussions. With the burgeoning
growth of social networking services (SNS), these dialogues
often take place in an online environment. Consequently,
the allure of achieving consensus via online discussions has
grown exponentially.

In tandem with this trend, there has been a surge in the
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design and implementation of large-scale online discussion
support platforms, such as D-agree [1]. These platforms aim
to facilitate more seamless and straightforward consensus-
building among participants.

Within such platforms, an automated facilitation agent
is integral, its primary function being to streamline and an-
alyze conversations to expedite the consensus-building pro-
cess. The current IBIS-based agent was implemented based
on the argumentation-based approach called the issue-based
information system (IBIS) [2]. A lot of social discussion
experiments have been conducted successfully utilizing the
IBIS-based agent, as seen in Refs. [3]–[6]. The effectiveness
of the IBIS-based agent has been substantiated further by
studies such as [7].

However, there are three major issues that hinder the
further application of the IBIS-based agent: 1) The first is-
sue is that the discussion environment is inclusive due to
various characteristics of participants being ignored in the
discussion, causing the consequence that the discussions are
often insufficient. For example, it is far more difficult for shy
participants to join in the discussion and give their own opin-
ions than outgoing participants; 2) The second issue is that
the facilitation messages generated by the IBIS-based agent
were not natural enough, leading to consequences that the
participants were not sufficiently promoted and the partici-
pants did not follow the flow to discuss a topic; 3) Although
the above issues can be partially solved by large language
models (LLM) to fully use the performance of LLM, guid-
ance and control are necessary.

To address the aforementioned challenges and to fos-
ter and strengthen an inclusive discussion environment, we
propose a large language model-based multi-phase facilita-
tion agent. To tackle the first issue 1) and the second issue
2), we have designed and implemented functionalities such
as automated facilitation for ice-breaking and promoting the
discussion according to various stages. These functionalities
have been integrated into the IBIS-based agent.

For the third issue 3), in order to enhance the facilita-
tion ability of our agent, we have designed and implemented
conjunction with a language learning model. This includes
multiple prompts that allow the language model to not only
generate appropriate messages but also to summarize the
posts of participants. This feature serves to remind partic-
ipants of previous ideas or arguments presented in the dis-
cussion. By comparing messages generated from template
files with those generated by the language model, we can
clearly illustrate the advantages of combining the automated
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facilitation agent with the language learning model.
The structure of this paper is organized as follows: The

second section presents a comprehensive design of the multi-
phase facilitation agent, which is equipped to facilitate dis-
cussions across various stages. Following that, the third
section details the combination with the Language Learning
Model (LLM) and illustrates the additional functionalities
enabled by the use of LLM. Subsequently, the fourth section
provides specific details on the implementation, exhibiting
screenshots to depict the operation of the multi-phase facil-
itation agent. The fifth section then provides an evaluation
of it. Moreover, the sixth section engages in a discussion of
the strengths and weaknesses associated with it. Finally, the
seventh section offers a summary and concluding remarks
for the paper.

2. Related Research

2.1 An Existing Facilitation Agent Based on IBIS

As mentioned previously, there is an IBIS-based agent, and
it has been proved that it has better performance than hu-
man facilitators [7]. To explain how the IBIS-based agent
works, the structure of IBIS will be introduced firstly: All
the speeches in discussions can be classified into 4 different
types, including issue, idea, pro and con. Since ideas aim
to solve issues, pros and cons evaluate ideas, and new issues
come from evaluations, there is a nested structure inside
each discussion naturally [2]. The principle of the IBIS-
based agent is simple: By classifying the types of existing
posts, the agent generates facilitation messages according to
the types of them to promote participants. For example, en-
couraging participants to give their ideas about an issue or
to evaluate existing ideas, etc.

2.2 Definition of Inclusive Discussion Environment

As we pointed out as the first issue, in discussion environ-
ments without human facilitators, it is harder for shy par-
ticipants to join in discussions while it is easier for some
dominant participants to lead the discussion at their own
pace. A survey figuring out the factors affecting the par-
ticipation rates in class discussions shows that student traits
such as confidence or comprehension, and discussion envi-
ronment elements like interaction norms, are the two im-
portant factors [8]. Therefore, by quoting the definition of
inclusion in work groups, which means that different diverse
individuals could blend into the environment safely and har-
moniously [9], [10], the discussion environments with the
IBIS-based agent cannot say “inclusive” enough.

2.3 Large Language Models

The development of large language models (LLM) is also in-
creasing dramatically in recent months. Since the impressive
machine-learning network architecture, the Transformer has
been raised for several years, multiple language models are

also designed and trained to complete language tasks [11].
For example, BERT and GPT-3, which are the predecessors
of ChatGPT were trained through this particular network to
adjust to various natural language tasks [12], [13]. Because
the usage of language models has illustrated excellent poten-
tial in various fields, we integrate LLM into the multi-phase
facilitation agent with LLM.

2.4 Language Model Controlling Principles

There are two concepts called Chain of Thought (CoT) and
Action Plan Generation are particularly attractive. The for-
mer concept was raised by Wei et al. and it has been proven
that it can improve the performance of LLM in multiple kinds
of tasks including arithmetic, commonsense, and symbolic
reasoning tasks by applying LLM with this kind of princi-
ple [14], [15]. On the other hand, the latter focuses on feeding
the responses generated from LLM back to LLM with evalu-
ations of human beings to improve the performance of LLM
in dealing with a particular kind of task [16], [17]. Both these
two concepts influenced the design and implementation of
a series of language model-controlling frameworks such as
LangChain and Guidance from Microsoft. These concepts
and tools are generic purposes while our multi-phase facili-
tation agent focuses on facilitation-specific purposes.

3. Design of Multiple Discussion Phases Control

First, the definitions of facilitator and agent are clarified. In
the past, the facilitator and the agent often present multi-
ple meanings, which include both generating the facilitation
messages and the behaviours like creating a thread or reply-
ing to a post on platforms. However, both the facilitation
messages and the behaviours at every phase vary at different
phases. Therefore, in this paper, each phase has its own fa-
cilitator, which generates facilitation messages and decides
behaviours. By contrast, the agent only represents the ex-
ecutor of these behaviours on platforms.

Secondly, the logical design and workflow of the multi-
phase facilitation agent are explained. Before the detailed
design explanation, we present a general description of the
relationship among all modules in the multi-phase facili-
tation agent. As Fig. 1 illustrates, there are totally 7 main

Fig. 1 The general description of the relationship among all modules
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Fig. 2 The general workflow of the multi-phase facilitation agent

modules forming the whole system together. Particularly, the
modules, discussion phase, facilitators, facilitator manager,
and language model control, are the core parts to realize the
functions. The basic idea of the general design is to separate
modules from each other except the language model control
module. Then, we make a particular module bounded with a
specific platform, e.g. D-agree. This particular module rep-
resents the specific agent running on the D-agree platform,
and it should include all the other modules to activate itself.

The whole workflow of the multi-phase facilitation
agent is illustrated in Fig. 2. Depending on if the agent needs
to facilitate due to different phases, the original workflow
should be isolated from its workflow at first. Then, differ-
ent combinations of facilitators belonging to their discussion
phases are initialized, and the discussion logs are separated
according to different phases. After that, if the phase last
time is different from the current phase, then the agent posts
a notification message. Finally, depending on whether it is
the first time the facilitator of this phase posts a message, the
behaviour of the facilitator changes respectively.

Finally, the class design of the multi-phase facilitation
agent is demonstrated. Since there are multiple modes of
discussion phases, it is significant and necessary to make the
design flexible enough to adjust to extensions in the future.
Thus, the basic idea is to build a FacilitatorFactory class
and make all the detailed facilitator classes inherit from this
class following the factory method design pattern [18]. The
relationship among the classes mentioned above is illustrated
in Fig. 3.

Furthermore, to make these facilitators react to the
change in each discussion phase, we designed the following
classes. The detailed facilitator classes are under the control
of the class FacilitatorManager. The class Discussionstage

Fig. 3 The class diagram explaining how to generate various facilitators

Fig. 4 The class diagram explaining the classes controlling facilitators in
different phases and the classes managing discussion phases

manages a series of methods to deal with all the processes re-
lated to discussion phases like judging the current phase, sep-
arating participants’ posts according to phases, and achiev-
ing participants’ posts in the last phase. The related class
relationship and the main methods are illustrated in Fig. 4.

4. Design of Combination with LLM

4.1 Design of Behaviours of the Multi-Phase Facilitation
Agent

The design of how to connect the multi-phase facilitation
agent with LLM to adjust to different language processing
tasks is described in this section. To begin with, the detailed
workflow of the agent in different phases is illustrated in
Fig. 5.

As it illustrates, the multi-phase facilitation agent has
two behaviours called response and guidance respectively.
Besides, in each phase, it has a unique aim to promote partic-
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Fig. 5 The detailed flowchart of automated facilitation agent in different
discussion phases

ipants to post different content. At the beginning of phases,
it guides participants on what kinds of content are welcomed
in this particular phase. Then, it responds to participants ac-
cording to detailed content and encourages other participants
to post similar content.

For example, during the ice-breaking phase, the multi-
phase facilitation agent encourages participants to do self-
introductions to get familiar with each other. Similarly, dur-
ing the divergence phase, it encourages participants to give
ideas related to the discussion topic; During the convergence
phase, it encourages participants to raise arguments towards
the ideas raised in the last phase alternatively; During the
decision phase, it encourages participants to vote for their
favourite ideas to reach a consensus; and it encourages par-
ticipants to give their opinions finally.

Besides, to guide the participants better, in some phases
like convergence, decision and final, the agent also summa-
rizes the participants’ posts in the previous phase. For ex-
ample, it summarizes ideas which are raised by participants
previously to remind participants and control the scale of the
discussion in the convergence and decision phase. Alterna-
tively, it summarizes the results of voting after the decision
phase and illustrates them to participants in the final phase.

4.2 Design of Controlling LLM with Proper Prompts

To explain how to control the interactions with LLM, an
explanation of the settings about parameters and prompts is
necessary: The model used to generate facilitation messages
is “gpt-3.5-turbo-16k”, and all the other parameters are set
as default.

To improve the quality of the responses received from
LLM, the interaction with LLM is particularly designed, as
Fig. 6 illustrates. The generation of facilitation messages is
under the influence of previous posts.

The prompts to instruct the LLM on how to generate
proper facilitation messages at the convergence phase are
given as an example since all the prompts followed the same
pattern as this example. At the beginning of the conver-

Fig. 6 The design of interactions with LLM in the multi-phase facilitation
agent

gence phase, the LLM is given a task to summarize the
previous posts at the divergence phase and the prompts are
as follows: “Please summarize and classify the ideas from
the previous participants’ posts {previous ideas}, and print
them out as Python string”. After that, the summarized posts
are given to the LLM as a part of the second task to select
one idea from them and generate arguments about it. The
prompts at this step are: “Please select one idea from pre-
vious participants’ posts {summarized ideas}, and raise 1
advantage and 1 disadvantage of it considering the discus-
sion topic of {discussion topic} within 20 words”. Finally,
the arguments generated by the LLM are provided again to
encourage participants to raise more arguments related to the
ideas raised in the last phase. The prompts of this task are
listed as follows: “To inspire participants to raise advantages
and disadvantages as the example related to the discussion
topic {discussion topic}, with demonstrating the discussion
stage right now is convergence, please generate a message
within 50 words. The example of argument is as follows:
{generated arguments}”.

When the agent replies to a participant, to encourage
other participants to raise arguments different from previous
ones, the limitation of no-repeat is also added to the prompts
as follows: “Please raise an argument different from the
previous participants’ posts {previous arguments} within 10
words”.
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5. Evaluation

5.1 Outline of Evaluations

This section evaluates the quality of the facilitation messages
generated by the multi-phase facilitation agent, compared to
the previous one which is based on IBIS [7]. The evaluation
includes a questionnaire to investigate the imagination of dif-
ferent facilitation agents, and the calculation of two indexes
to measure the diversity and the naturalness of facilitation
agents. To make the comparison and evaluation clearer, the
examples of facilitation messages generated by the IBIS-
based agent and multi-phase facilitation agent in Japanese
are illustrated in the following figures respectively. Partic-
ularly, Fig. 8 illustrates the IBIS-based agent responding to
participants passively, but the guidance of the multi-phase fa-
cilitation agent in different phases is demonstrated in Figs. 9
and 10.

5.2 Comparison between IBIS-Based and Multi-Phase Fa-
cilitation Agents

After the explanation of how the IBIS-based agent facilitates
and the introduction of the design of the multi-phase facilita-
tion agent, there are two advantages in design: The designs
of facilitating according to different phases and combining
with LLM. The comparison of facilitation messages will be
shown as follows.

First, we show a facilitation message generated by the
IBIS-based agent as an example. As Fig. 7 illustrates, the
IBIS-based agent can only respond to existing posts. Mean-
while, it could not respond to participants’ posts according
to the contents, which is another drawback.

By contrast, as Fig. 8 and Fig. 9 illustrate, the multi-
phase facilitation agent can guide the participants to join in
the discussions with different contents at different phases.
Furthermore, it can even create more corresponding and
relative responses than the IBIS-based agent.

5.3 Evaluation Through a Case Study

As the evaluation of the automated facilitation agent that pro-

Fig. 7 An example of facilitation messages generated by IBIS-based
agent

motes human discussions, feedback from human beings is
inevitable. Hence, the case study was held through two ques-
tionnaires including examples of the facilitation messages
generated by the IBIS-based agent and the multi-phase facil-
itation agent respectively. In the questionnaire, five questions
related to the performance of different automated facilitation

Fig. 8 Examples of facilitation messages at the ice-breaking, divergence
and convergence stage

Fig. 9 An example of facilitation messages at the decision and finish
stage
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Table 1 The evaluation results through distinct-1 score and PLL score
average token number per sentence distinct-1 score PLL score

original IBIS-based agent 21.72 0.1016 −44.14
IBIS-based agent with gpt 24.48 0.1206 −43.78
multi-phase facilitation agent 21.11 0.2134 −36.08

Fig. 10 The results of the evaluation through the case study

agents are included: 1) How natural are the facilitation mes-
sages? 2) How diverse are the facilitation messages? 3) Do
you feel that the agents were speaking on their own initia-
tive? 4) Are the facilitation messages easy to understand?
and 5) Do you want to follow the agent’s instructions? For
each question, the respondents expressed their feedback with
a rating from 1 to 10 according to their degree of support.

The case study was conducted on a group of first-
year undergraduate students in a university, with the par-
ticipation of several students belonging to another university
from fourth-year undergraduates to second-year postgradu-
ates. Since the sample sizes of respondents attending the
evaluation of two automated facilitation agents are not ex-
actly the same and the variances are unequal, Welch’s t-test
is used to validate if there are significant differences between
the results of the two questionnaires [19].

As Fig. 10 shows, the average ratings of the multi-phase
facilitation agent received from the respondents are far higher
than those of the IBIS-based agent. Besides, since each p-
value is small enough, the conclusion that the evaluations
towards these two automated facilitation agents have signif-
icant differences can be reached.

5.4 Evaluation Through Distinct-N and PLL

To support the results of the case study, two more evaluation
standards are selected to judge which automated facilitation
agent is better: One is called distinct-N to evaluate the diver-
sity of the content generated by LLMs [20]; Another is called
the pseudo-log-likelihood scores (PLLs) to evaluate the lin-
guistic correctness of the content generated by LLMs [21].

Distinct-N is the ratio of the number of unique tokens
to that of the total tokens in the N-gram of text generated by
LLMs. The formula to calculate distinct-N is as follows:

distinct − N =
distinct N−gram numbers

total N−gram numbers
(1)

According to the formula above, the contents generated
by LLMs with higher distinct-N have more diversity and it
can be concluded as a standard to judge which automated
facilitation agent can generate more diverse facilitation mes-
sages. Since the evaluation using this stand to measure the
diversity of facilitation messages only counts the unique sin-
gle token in sentences, the rating is also called and illustrated
as distinct-1.

On the other hand, PLLs are computed by masking
tokens one by one. Literally, PLLs are the sum of the log-
likelihoods of the conditional probabilities of predicting each
word hidden with a mask [21].

Compared to other measuring standards like
ROUGE [22] or BLEU [23], one of the most vital advan-
tages of using PLLs is that, PLLs do not need reference text
to judge whether the contents generated by LLMs are cor-
rect or not. PLLs evaluate the correctness of contents with
a minus score and the contents with a higher score are more
correct. Since it is relatively hard to make standards for fa-
cilitation messages, PLLs are selected to evaluate facilitation
messages generated by automated facilitation agents due to
their unique advantage.

Since the IBIS-based agent is designed without the use
of LLM, the facilitation messages are based on template files
according to different scenarios. Thus, we also used gpt-
3.5 to improve the facilitation messages with the following
prompts: “Here is the list of facilitation messages. Not all
the facilitation messages are fluent enough. Please modify
and improve those facilitation messages are not good enough
and reply them to me”. The comparison is among the orig-
inal IBIS-based agent, the IBIS-agent agent with improved
facilitation messages by gpt and the multi-phase facilitation
agent. The results of the evaluation are demonstrated in
Table 1.

According to the evaluation results through distinct-1
and PLL scores, it is evident that the multi-phase facilitation
agent has about twice the diversity in the facilitation mes-
sages and far more natural contents in the sentences with
almost the same length of sentences compared to the IBIS-
based agent.

6. Discussion

6.1 Comparison with IBIS-Based Agent

Based on the evaluation results no matter whether according
to human feedback or other evaluation standards, it can be
concluded that the multi-phase automated facilitation agent
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has a great advantage in promoting participants with different
characteristics to join in discussions. Particularly, according
to the results of the case study, the facilitation messages
generated by the multi-phase facilitation agent are believed
to be easier to understand, with the features of speaking on
their initiative. Meanwhile, respondents also expressed that
they are more likely to follow the instructions of the multi-
phase facilitation agent in discussions.

On the other hand, based on the evaluation results us-
ing distinct-1 and PLL scores, even though gpt improves
the performance of the original IBIS-based agent, the multi-
phase facilitation agent still has an overwhelming advantage
in both diversity and naturalness. The reason is that the origi-
nal IBIS-based agent generates facilitation messages through
template files. By contrast, the facilitation messages of the
multi-phase agent are generated based on both phases and
users’ posts. Even though the template files are upgraded us-
ing LLM, the facilitation messages of the IBIS-based agent
are still relatively unnatural and lack of diversity.

Besides, there is also improvement in the structure of
the framework. As mentioned above, flexibility is fully con-
sidered during the design and implementation. Literately,
part of the design and the implementation can be seen as the
refactoring of the IBIS-based agent.

6.2 Comparison with Another LLM Application Frame-
work

Except for the comparison with the IBIS-based agent, the
comparison with the Python library called LangChain in the
structure of projects also should be raised in this section
since LangChain was designed and implemented based on
the principles of Chain of Thought, Action Plan Generation
and other concepts.

LangChain is a sort of framework connecting with LLM
to build agents that can call multiple language models to
make them learn from real-time communication to gener-
ate responses with relatively higher quality. As mentioned
in the official document of LangChain, the evaluation and
comparison towards different kinds of agents since there are
no proper data sets and metrics for evaluation. Therefore,
the comparison with LangChain is based on the difference
in the structure.

Even though LangChain has sufficient functions and
APIs to create customized LLM agents with high-level
performance, there is a significant difference between
LangChain and the framework raised in this paper: Since
the aim of our framework is to create facilitation agent pro-
moting discussions, and the changes of discussion phases
were fully considered previously, the implementation of di-
viding discussions into multiple phases and behaving ac-
cording to different phases based on our framework is far
simpler than that with LangChain. Besides, by relying on
this framework, multiple facilitation agents for discussions
with different aims also can be easily created. By contrast,
it is possible to use LangChain to achieve similar targets
though, it would cost more time due to the lack of standard

frameworks.

6.3 Discussion Summary

According to the results of the evaluations mentioned above,
there are several conclusions that can be reached:

Compared to the IBIS-based agent, the multi-phase fa-
cilitation agent implemented based on the framework has
overwhelming advantages in the diversity and naturalness
of facilitation messages, both admitted by human feedback
and automatic test standards. Even though the multi-phase
facilitation agent has the disadvantage that it cannot identify
the type of participants’ posts, it still has better performance
than the IBIS-based agent.

On the other hand, compared to LangChain, the fea-
ture of promoting discussions according to different phases
is the most valuable advantage of the proposed facilitation
framework, while LangChain can work in general-purpose
applications.

7. Conclusions

This paper demonstrates the design and implementation of a
phase-based facilitation framework based on LLM to realize
inclusive discussion environments and the efficient use of
an LLM to facilitate realistic discussions. Furthermore, to
validate that the multi-phase facilitation agent implemented
based on the framework has advantages compared to the
IBIS-based agent, this paper raises the results of evaluation
through human feedback and automatic evaluation standards.
Both results illustrate that the facilitation messages generated
by the multi-phase facilitation agent are better than those gen-
erated by the IBIS-based agent in diversity and naturalness.
Finally, this paper discusses the advantages and disadvan-
tages of this framework compared with the IBIS-based agent
and LangChain.

However, it does not mean that the multi-phase facil-
itation agent has no disadvantages. One of the most vital
disadvantages is that without the combination with other
fine-tuned language models, it cannot identify the type of
previous posts by a particular label. Hence, the participants’
posts can only be selected by which phase they were raised,
but not a clear classification result. Also, it can only switch
to another discussion phase depending on the time or the
number of participants’ posts, but not both. To improve
these points is in our future work. To further improve the
quality of discussions, other kinds of agents will be designed
and implemented based on this framework in the future.
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