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SUMMARY Video-based point cloud compression (V-PCC) utilizes
video compression technology to efficiently encode dense point clouds
providing state-of-the-art compression performance with a relatively small
computation burden. V-PCC converts 3-dimensional point cloud data into
three types of 2-dimensional frames, i.e., occupancy, geometry, and at-
tribute frames, and encodes them via video compression. On the other
hand, the quality of these frames may be degraded due to video com-
pression. This paper proposes an adaptive neural network-based post-
processing filter on attribute frames to alleviate the degradation problem.
Furthermore, a novel training method using occupancy frames is studied.
The experimental results show average BD-rate gains of 3.0%, 29.3% and
22.2% for Y, U and V respectively.
key words: 3D video coding, point cloud compression, neural network
coding

1. Introduction

Video-based point cloud compression (V-PCC) has been
standardized as ISO/IEC 23090-5 by the Moving Pictures
Experts Group (MPEG) and the first version was final-
ized [1]. V-PCC efficiently compress 3-dimensional (3D)
point cloud using existing 2D video compressions, such as
HEVC [2] or VVC [3].

Figure 1 shows an overview of V-PCC data. V-PCC
divides a point cloud into a number of connected regions
called 3D patches. Each point in the regions is projected to
a plane to derive 2D patches. Derived 2D patches are col-
lected and packed into a frame in which the following patch
information and 2D image frames (video) are generated.

• Atlas: patch information, e.g., patch position, patch
size, patch orientation, etc.
• Geometry: image frames representing normalized dis-

tance value between the plane and the point.
• Occupancy: image frames representing whether a pro-

jected point exists or not.
• Attribute: image frames representing projected at-

tribute value, e.g., color or transparency, etc.

However the quality of geometry and attribute frames
may be degraded due to video compression and the cor-
responding artifacts, block noise and banding noise in at-
tribute images, are still visible when viewing images are
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Fig. 1 Overview of V-PCC data: 3D point clouds are represented by at-
las, geometry, occupancy, and attribute.

rendered. Recently, neural network-based processing has
been proven to be effective in achieving 8K quality video
transmission with its resolution enhancement [4] and in re-
ducing V-PCC geometry artifact with its 3D patch filter-
ing [5]. Adaptive neural network-based methods utilizing
neural network model parameter (neural network model)
transmission have also been reported in 2D video com-
pression [6], [7] where the MPEG Neural Network Coding
(NNC) standard, ISO/IEC 15938-17, is used for model com-
pression [8]. Transmitting neural network model provides
adaptability for various contents and specific model is ben-
eficial to make model complexity relatively small. There-
fore, it can be effectively applied to existing standards as
an out-of-loop post-processing and it is known that neu-
ral network is superior to traditional image processing [9].
This paper proposes an adaptive neural-network-based post-
processing filter (post-filter) for V-PCC. The experimen-
tal result shows the coding efficiency improvement and our
training method’s effectiveness.

2. Proposed Method

2.1 Neural Network Post-Filter on Attribute Frames

As shown in Fig. 2, the proposed method applies a neu-
ral network-based post-filter on attribute frames as an ad-
ditional process between attribute video decoding and pro-
jection back to 3D space. It is noted that attribute data is
dominant in quantity in V-PCC bitstreams. For example, the
average ratio of attribute bitrate to total bitrate is 52.8% on
V-PCC common test conditions (CTC) [10] under the ran-
dom access (RA) configuration. Therefore, enhancing at-
tribute frames quality should effectively improve the coding
efficiency of total V-PCC. This proposal transmits neural-
network model using NNC. In the proposal, the model size
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Fig. 2 Overview of proposed method: geometry, occupancy and attribute frames are encoded by
video encoders and decoded by video decoders, respectively. A neural network-based post-filter is
introduced to the output of the video decoder for the attribute frame.

Fig. 3 Occupancy assist training: a decoded attribute image (DecImg) is input to the neural network
model and output as a post-filtered image (FltImg). Then, the post-filtered image (FltImg) is compared
to the original image (OrgImg), where the pixel value of the corresponding occupancy image (OccImg)
equals one, and the derived loss value is backpropagated. The neural network model consists of an input
layer, an output layer and 13 filter blocks.

(overhead) is reduced by utilizing limited layer training and
incremental update functionality in NNC version 2, in which
model parameters can be signalled as a difference to refer to
a base model.

2.2 Occupancy Assist Training

Figure 3 shows the structure of the proposed training
method, which is called Occupancy assist training. We use
the occupancy image for the loss function as Eq. (1).

Loss = ‖(FltImg − OrgImg) ◦ OccImg‖1 (1)

where FltImg, Orgimg, and OccImg are filtered attribute,
original attribute, and original occupancy images. Because
the resolution of the occupancy image is lower than that of
OrgImg and FltImg, and the pixel value of the image is bi-
nary, OccImg is converted from the image by nearest neigh-
bour upsampling to fit the size of FltImg. The circle symbol
in Eq. (1) denotes the element-wise product between the dif-
ference image and OccImg and the L1 norm is used for the

Fig. 4 Network model transmission using incremental update.

Loss. The occupancy assist training utilizes occupancy in-
formation so that the network loss is only back-propagated
for regions where projected points exist.

2.3 Neural Network Model Structure

As shown Fig. 3, the input and output of the model is
YUV420 whereas rearranged six channels (i.e., Y×4+U+V)
format is used in input and output tensor. The model con-
sists of a 3 × 3 conv input layer, 13 filter blocks and a 3 × 3
conv output layer. The filter block comprises 1 × 1 conv,
Leaky ReLU, 1 × 1 conv and 3 × 3 conv. The number of
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channels is from 6 to 24 at input layer, 24 to 72 at the first
1 × 1 conv and 72 to 24 at the second 1 × 1 conv in the filter
blocks, and 24 to 6 at the output layer.

2.4 Model Transmission and Limited Layer Fine-Tuning

Figure 4 shows the proposed neural network model trans-
mission using incremental update. For reference in the in-
cremental update, base models are trained using compressed
generic 2D video data. Then fine-tuned models are re-
trained for parameters of limited layers using locally de-
coded attribute frames to be transmitted. NNC encoder en-
codes the fine-tuned model utilizing a base model with in-
cremental update in which only differences are to be trans-
mitted. The decoder receives a NNC bitstream and decodes
it into the reconstructed model. The base model is stored in
the decoder side as out-of-band information.

Because the introduced limited layer fine-tuning en-
sures large part of the parameters in the fine-tuned model
is the same as the base model counterpart, the transmitted
bitstream size can be reduced. In this paper, the fine-tuning
layers are layers in the last filter block and the 3 × 3 conv in
the output layer.

3. Experiment

3.1 Test Condition

Experiments are performed based on V-PCC common test
conditions (CTC) using V-PCC reference software, TMC2
v16 [11]. The model is compressed by a NNC reference
software, NCTM (tag: INCTM-0.9) [12] with incremental
update enabled. Five base models are trained using BVI-
DVC [13] compressed by HM-16.20+SCM-8.8 [14] with
RA configuration with five QP points (22, 27, 32, 37 and
42). Thirty-five fine-tuned models for each operation point
(5 rates multiplied by 7 sequences) are trained using V-PCC
CTC dataset compressed by TMC2 v16 with RA configu-
ration with rate points (R05, R04, R03, R02 and R01) in
which a base model is chosen to match the rate point (22 for
R05, 27 for R04, 32 for R03, 37 for R02 and 42 for R01).

Table 1 shows the model size of the used neural net-

Table 2 BD-rate (%) for Y, U and V compared to the anchor: (a) proposed method with model
overhead, (b) comparison case without model overhead, (c) comparison case without occupancy assist
training and model overhead.

work. The number of parameters is 116.5 k, and the parame-
ter precision is float 32. The number of multiply-accumulate
is 28.1 k/pixel. The size of the uncompressed base model
is 446008 bytes, and the average size of fine-tuned mod-
els compressed by NNC is 6596 bytes. The neural network
models are compressed into about 1.5% (one-sixty-eighth)
regardless of QPs or sequences. The compressed network
models were sent per 192 frames for all test sequences in
this experiment. The periodic model transmission is re-
quired for scene changes and random access. (The value
of 192 was chosen to balance the model’s bitrate overhead
and update interval. Here the overhead is around 14.0 kbps
and the interval is at most every 6.4 seconds at 30 fps).

The proposed method was evaluated according to V-
PCC CTC. On the CTC, the attribute data of the recon-
structed point cloud are re-transformed from RGB to YUV,
and PSNR values are calculated. BD-rate is derived from
five points of PSNR values and total bitrates of PCC.

3.2 Result

As shown in Table 2, experimental results show BD-rate for
Y, U and V compared to the anchor. The average BD-rate
of the proposal, case (a) with model overhead is −3.0%,
−29.3% and −22.2% for Y, U and V. The average BD-
rate of comparison case (b) without NNC compressed model
overhead is −3.8%, −30.3% and −23.0% for Y, U and V,
showing that the model overhead incurs losses of 0.8%,
1.0% and 0.8% for Y, U and V. The relative decoding time
of the proposal to the anchor is 686% (6.86 times) on CPU
only.

Informal subjective evaluation was conducted compar-
ing original, reconstructed and post-filtered images. Fig-
ure 5 (a), (b) and (c) shows rendered images of the original

Table 1 Neural network model and model size
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Fig. 5 Rendered images of red and black, R01: (a) original image, (b)
decoded image, (c) post-filtered image.

before post-filtered and after post-filtered, respectively. The
rendered video was generated by mpeg-pcc-renderer [15]
specified in the V-PCC test configuration. Evaluating the
low-rate-point images (R01, R02 and R03), it is confirmed
that the encoding artifacts, e.g. in contours and banding,
are reduced without losing the features such as the hair and
cloth.

3.3 Ablation Study

In addition, an ablation study for occupancy assist training
was performed. Fine-tuning training without the occupancy
image was tested. Otherwise, the same training procedure
was used. As shown in Table 2 (c), the average BD-rate
of comparison case (c) without occupancy assist training
and model overhead are −2.9%, −24.8% and −18.7% for Y,
U and V. Compared to the average BD-rate in Table 2 (b),
occupancy image assists training shows improvements of
0.9%, 5.5% and 4.3% for Y, U and V, respectively.

4. Conclusion

This paper described a method to improve V-PCC attribute
quality using a transmitted neural network model. We trans-
mitted the neural network model employing NNC with an
incremental update to achieve better coding performance. In
training, occupancy image assist training and limited layer
fine-tuning are applied. We confirmed the improvement of
image quality is an average of 3.0%, 29.3% and 22.2% for
Y, U and V, even if it included network model overhead. The
subjective quality was also improved.
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