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Content-Based Retrieval of Motion Capture Data
Using Short-Term Feature Extraction

Jianfeng XU, Nonmember, Haruhisa KATO™), and Akio YONEYAMA®, Members

SUMMARY  This paper presents a content-based retrieval algorithm for
motion capture data, which is required to re-use a large-scale database that
has many variations in the same category of motions. The most challenging
problem is that logically similar motions may not be numerically similar
due to the motion variations in a category. Our algorithm can effectively
retrieve logically similar motions to a query, where a distance metric be-
tween our novel short-term features is defined properly as a fundamental
component in our system. We extract the features based on short-term anal-
ysis of joint velocities after dividing an entire motion capture sequence into
many small overlapped clips. In each clip, we select not only the magnitude
but also the dynamic pattern of the joint velocities as our features, which
can discard the motion variations while keeping the significant motion in-
formation in a category. Simultaneously, the amount of data is reduced,
alleviating the computational cost. Using the extracted features, we de-
fine a novel distance metric between two motion clips. By dynamic time
warping, a motion dissimilarity measure is calculated between two mo-
tion capture sequences. Then, given a query, we rank all the motions in
our dataset according to their motion dissimilarity measures. Our experi-
ments, which are performed on a test dataset consisting of more than 190
motions, demonstrate that our algorithm greatly improves the performance
compared to two conventional methods according to a popular evaluation
measure P(Ng).

key words: motion capture, content-based retrieval, short-term feature,
distance metric, motion similarity, dynamic time warping

1. Introduction

Motion capturing has become an increasingly popular way
of creating motions for such applications as computer an-
imation, video games, and movies[1]. Large databases
are created in entertainment companies and are even avail-
able on the Internet (e.g. CMU Motion Capture (MoCap)
Database [2]). Thus, management and re-use of MoCap data
are becoming increasingly important [3], where retrieval of
MoCap data is a basic function for exploiting many varia-
tions of the same category of motions in the database. Effec-
tive and efficient retrieval of MoCap data can provide users
with flexibility in selecting appropriate motions to generate
rich contents with subtle variations.

In this paper, a motion retrieval algorithm is proposed
to search a database for all similar motions to a query. Basi-
cally, logically similar motions are preferred to numerically
similar motions. Namely, we search the motions within the
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same category as a query no matter how these motions may
vary. As described in [4] and [5], the major challenge in
content-based retrieval of MoCap data is that MoCap se-
quences with logically similar motions may not be numeri-
cally similar. In other words, motion signals differ greatly in
joint trajectories, joint angles, joint velocities, and so forth
due to the motion variations that are caused by personality,
motion pace, and motion style. This may lead to some sim-
ilar motions being dismissed and some dissimilar motions
being retrieved. In this paper, we explore the logical similar-
ity by defining a proper distance metric using our short-term
features.

As MoCap data are a time series, we need to define a
proper unit in MoCap data to analyze the logical similarity
in the temporal domain. We observe that a stable structure
of dynamic patterns exists in joint velocities for a category
of motions as discussed in detail in Sect.3. To reflect the
dynamic pattern structure effectively and discard the motion
variations (see Fig. 3), it is more effective and efficient to
use a motion clip (a group of frames) than a single frame.
Therefore, we divide an entire MoCap sequence into small
motion clips with a fixed length in an overlapped manner
and regard a motion clip as a basic unit to be processed. A
dynamic pattern is extracted from joint velocities in each
motion clip, which is formed as our short-term features to-
gether with an average value of joint velocities, see Fig. 4.
The extracted features are robust to motion variations and
also reduce the data size. A distance metric of features is
defined to balance the two parts in our features. Such a dis-
tance metric is very useful in analyzing the MoCap sequence
and plays a key role in motion retrieval, motion cluster-
ing, motion graphs, and motion blending, see [3]. Further-
more, the motion dissimilarity measure is calculated based
on dynamic time warping due to the warping of the time
axis in MoCap data. Dynamic time warping is a popular
method for dealing with time warping signals such as Mo-
Cap data[6],[7]. A well-known problem of dynamic time
warping is its quadratic computational complexity. Benefit-
ing from our short-term features, we can greatly reduce the
computational complexity, see Sect. 5.3.

Although symbolized representation of human motion
has been studied before (e.g., Muller et al. [S]), our approach
is different in that we consider temporal correlation of hu-
man motion instead of Muller’s spatial relationship. More-
over, not only symbolized representation (dynamic pattern
in our paper) but also continuous features (average speed)
are extracted in our short-term features. As far as we know,
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this is the first time that a short-term feature has been em-
ployed in human motion and both discrete features and con-
tinuous features are extracted in human motion simultane-
ously.

We compare the proposed technique to two con-
ventional methods in a test dataset from CMU MoCap
Database [2]. One is the prevailing method [3], called “base-
line” in this paper. The other is the most recently proposed
technique, called “FMDistance” [8]. Our experimental re-
sults demonstrate that our algorithm improves the perfor-
mance greatly compared to that of conventional methods.
Namely, P(Ng) (see explanation in Sect. 5.3 or see [9]) can
reach 90.8% on average in our method, while it is 68.1% in
the baseline and 77.0% in FMDistance.

The remainder of this paper is organized as follows.
In Sect. 2, related works are briefly introduced focusing on
the main components of a typical framework. In Sect. 3, we
firstly describe MoCap data and the pre-processing to pre-
pare the feature extraction. Then, we explain how to extract
the short-term features in a MoCap sequence. In Sect. 4, we
define a distance metric based on the short-term features and
calculate motion dissimilarity measure using dynamic time
warping. In Sect.5, experimental results are reported and
analyzed. Lastly, we present our conclusions and describe
future work.

2. Related Work

Content-based retrieval is a powerful tool in multimedia
databases including image, video, and audio databases, see
the latest special issue [10]. The retrieval of MoCap data is
attracting research interest due to increasing demand, see [3]
and references therein.

In this section, we introduce related works following
a typical framework for content-based retrieval of MoCap
data, see Fig. 1. The main purpose of pre-processing is to
prepare a suitable variable (e.g. quaternion in [11] and joint
position in [5]), filter the variable (e.g. down sample in [12]),

Offline
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Fig.1 A typical framework for content-based retrieval of MoCap data,
which is also employed in this paper.

IEICE TRANS. INF. & SYST., VOL.E92-D, NO.9 SEPTEMBER 2009

and reduce the independence among the high dimensions
(e.g. PCA in [7]). In feature extraction, frequency has been
popular in motion editing from an early stage [6] and in mo-
tion compression [13]. However, motion signals have rather
complex frequency characteristics that limit the application
of frequency methods. Muller et al. [5], [14], [15] propose
a set of Boolean features expressing geometric relations be-
tween certain body points of a pose, which are robust to mo-
tion variations in motion retrieval. However, it requires con-
siderable experience to choose the combination of Boolean
features, restricting its usage in experts. It is quite intuitive
that motion similarity should be measured by a combina-
tion of several frames as performed by some pioneering re-
searchers, e.g., Kover et al. [16] propose “point clouds” in
construction of their motion graphs and Arikan et al. [13]
compress MoCap data regarding a motion clip as his unit.
The idea of using short-term analysis such as motion clips
has been intensively investigated in speech processing, see
[17].

A motion dissimilarity measure is crucial for retrieval
of MoCap data, which requires the necessary warping of
the time axis. Although some new techniques have been
developed in alignment of MoCap sequences such as uni-
form time scaling by Keogh et al. [18], dynamic time warp-
ing is commonly employed in MoCap data [4]-[7]. A recent
approach “FMDistance”, proposed by Onuma et al. [8], is
based on the total kinetic energy in the MoCap sequence,
which is compared with our algorithm in Sect. 5. It is very
fast but is not able to analyze the subsequence. This re-
stricts the use of “FMDistance” in applications such as mo-
tion structure analysis and makes it impossible to search
subsequence in a motion. Guan et al.[19] compare sev-
eral popular motion similarities in their technical report.
Kovar et al.[4] present a smart multi-step search strategy
to solve the motion variation problem, where those closer
motions to the query are used as new queries to find more
distant motions. However, a great deal of pre-processing
time is required for sizable databases as pointed out in [3].
Sakamoto et al. [20] present an interesting interface for mo-
tion retrieval, where the user identifies key postures within
a map of poses obtained from a self-organizing map algo-
rithm. In this paper, we mainly focus on improving the ac-
curacy of motion retrieval, removing the motion variations
by our novel short-term features.

3. Symbolized and Continuous Short-Term Features

In this section, we describe how to extract short-term fea-
tures after pre-processing MoCap data. Effective features
are required to reflect the invariant information in a motion
category while discarding its motion variations. For this pur-
pose, we propose a method to extract short-term features
from the joint velocities.

3.1 Focusing on Joint Velocities

MoCap data are a sequence of human poses (called frames
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in this paper). Each frame is commonly modeled using
a kinematic chain defining a stick figure of human pose.
In most cases, a kinematic chain consists of root positions
and orientation, and joint angles in local coordinate systems
from a neutral pose. As shown in Fig.2, there are many
joints connected in a tree structure to shape a stick figure
(only the root joint is marked with a white sphere and eight
other joints are marked with gray spheres, which are used
in our algorithm because arm and leg motions are the most
perceptible). This data representation is suitable for render-
ing, controlling, and editing MoCap data but loses intuition.
Assuming we have N frames, a MoCap sequence is denoted
as {F; : t € [0 : N — 1]}, where F; denotes the ¢-th frame in
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Fig.2  Articulated model used in CMU MoCap data. There are 31 joints
in total including end effectors and root, and 62 degrees of freedom in the
stick figure, only eight joints are marked with gray spheres and the root
joint is marked with a white sphere. For compatibility, we use the same
names for joints as the CMU database does for bones.
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the sequence.

The extracted features should reflect the motion
essence to the extent possible with as little data as possi-
ble. This requires a perceptually meaningful variable and
it should be invariant to coordinate transformation. Johans-
son’s famous experiment on dots of light reveals the psy-
chological fact that joint positions and velocities are essen-
tial for human beings to perceive a motion [21]. Therefore,
instead of using joint angles directly, we employ joint veloc-
ities to extract motion features. The joint velocities are cal-
culated by the first derivatives of joint positions, which can
be transformed from a neutral pose and motion information
including joint angles and root positions and orientation by
forward kinematics [22]. To become invariant to coordinate
transformation, relative velocities to the root joint are cal-
culated. To reduce the data size further, the absolute value
of relative velocity is used in feature extraction. Meanwhile,
the direction of velocity is regarded as a kind of motion vari-
ants. For example, a motion punching to front direction is
regarded to be similar to a motion punching to other direc-
tion. Therefore, just using the magnitude of velocity is use-
ful to remove such motion variants. In the remainder of this
paper, we refer to the absolute value of relative velocity for
the k-th joint at the ¢-th frame as joint speed, denoted by
{vf cke[l: K-1],t e[l :N- 1],vf € R*}, where K
denotes the number of the joints and R* means the set of
non-negative real numbers.

Despite the careful generation of MoCap data, there is
still some noise in the raw data, which is enlarged by the dif-
ferential in computing the joint speed. Therefore, we adopt a
5-tap median filter and then a 5-tap low pass filter to smooth
the joint speeds in our implementation.

3.2 Short-Term Feature Extraction

Human motion is very complicated. As an example, Fig.3

Joint Speed
5

Joint Speed

i
| w\/v\/\/\ OE

SlOWVValkO _A (07_04) , SlowWalk1_A (07_05)

. Joint Speed
T

3

EnergetchaIk A (07_08)

3 W0 »0 a0 ®0 4o &0

Frame No. Frame No

% w150 Zo am ®0 a0
FrameNo 25

Joint Speed

Joint Speed

Joint Speed

3
s 1
'

o5

NormalWalk_A (07_02)

SlowWalk_B (12_03)

5 w

. Joint Speed

Run_D (09_ 08)
° FrameNc E i

NormalWalk_C (02 01)

50 0 T80

x 7o
Frame No.

20

0 B 30 30 50

Frame No.

Fig.3

o

50 =] ]

Frame No.

20 E 30 0

Joint speeds of the left tibia in sample sequences, a stable dynamic pattern structure is observed
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Fig.4 A MoCap sequence is divided into small overlapped motion clips
with a fixed length, and short-term features are extracted in each motion
clip composing the average speed and dynamic pattern that includes six
pre-defined templates.

shows the joint speeds of the left tibia for six walking mo-
tions and a running motion. Different actors may walk very
differently among the motion pace, style, and personality.
And the same actor may walk in different styles such as nor-
mal walking, slow walking, and energetic walking. Even
the different cycles of walking still have subtle variations,
which make MoCap data very realistic. However, the dy-
namic pattern structure of joint speeds in a category of mo-
tions is rather stable. In Fig.3, all walking motions have
an invariant structure of peak and valley in joint speeds of
the left tibia although the magnitudes of joint speeds are dif-
ferent and the places and durations of peak and valley vary
greatly. This observation serves as a basic fact of short-term
features that are robust to motion variations.

Inspired by the short-term processing of speech[17],
we divide a MoCap sequence into many overlapped motion
clips with a fixed number of frames, see Fig.4. Namely,
Lgip = \_Ld,-p /2J, where Ly, denotes the frame number of
shifting one motion clip to the next, and L., denotes the
length of the motion clip. Although using an adaptive length
seems attractive, it is still difficult to obtain meaningful seg-
mentations in MoCap data and thus limits its usage in fea-
ture extraction. On the other hand, a fixed length is widely
applied in signal processing such as in audio analysis [17].

A joint’s speeds in a motion clip are classified into six
patterns by a decision tree: UP, PEAK, DOWN, NADIR,
WAVE, and FLAT, see details in Fig. 5. In this paper, those
six pre-defined templates are called dynamic patterns. It
is clear that our dynamic pattern includes temporal infor-
mation and is invariant to the magnitude of joint speeds
in a motion clip. In Fig.5, max/min denotes the maxi-
mum/minimum value of joint speeds in the motion clip, th
is a threshold (set as 0.05 in our implementation), MAX
is the maximum value in the joint speeds of the entire se-
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Fig.5 A classifier of the dynamic pattern for a joint in a motion clip,
where a motion clip is classified into one of the six patterns according to its
joint speeds.

quence, Extreme num means the number of extreme val-
ues in joint speeds in the motion clip, vel(extr) denotes
the extreme value of joint speed when Extreme num is
1, and vel(start)/vel(end) denotes the joint speed in the
first/last frame of the motion clip. Basically, we firstly de-
cide whether the dynamic pattern is FLAT or not by the joint
speed range. Then, according to the number of extreme
values in the motion clip, we decide the dynamic pattern
is WAVE (with more than one extreme) or PEAK/NADIR
(only one extreme) or UP/DOWN (no extreme). Lastly, us-
ing the values of joint speeds, we can separate PEAK from
NADIR or UP from DOWN. Note that as the dynamic pat-
tern is dependent on the location of motion clip (e.g. PEAK
may be divided into UP and DOWN if the location of the
motion clip is changed), we propose an overlapped manner
in dividing the MoCap sequence to alleviate the above am-
biguity.

The average value of the joint speeds in the motion clip
forms the second part of the short-term feature. This average
value is very useful for distinguishing the different stages in
the same dynamic pattern. Note that it has no problem in
adding others such as deviation and energy to our feature
set. However, the average value is sufficient in our experi-
ments. After extracting the features for all the joints in all
the motion clips, we can obtain our feature set.

STFf={(DP},avgV¥):ke[1:K-1],ie[0:1-1]} (1)

where STF f‘ denotes the short-term feature for the k-th
joint in the i-th motion clip, DP{F means the dynamic pat-
tern, angl.k denotes the average joint speed in the mo-
tion clip, and [ is the number of motion clips (Obviously,
I = \_(N — Leiip)/ Lonisi + 1J). Note that the motion clip length
L., 1s a parameter in our feature extraction.

4. Motion Dissimilarity Measure and Retrieval

In this section, we describe how to calculate the motion dis-
similarity measure between two MoCap sequences based on



XU et al.: CONTENT-BASED RETRIEVAL OF MOTION CAPTURE DATA USING SHORT-TERM FEATURE EXTRACTION

the extracted short-term features. As shown in Fig. 1, feature
extraction in the dataset is an off-line process. Other pro-
cesses are on-line including extracting the features of query
sequence, and calculating the motion dissimilarity measures
between the query and those MoCap data in the dataset.

4.1 Distance Metric of Features

Since our short-term feature consists of two parts, our dis-
tance metric consists of two corresponding parts. The first
part is based on the dynamic patterns. If the two dynamic
patterns DPf.‘ and DP’J‘. are exactly the same, their distance is
set as 0. If they are half the same, their distance is set as 0.5.
Otherwise, their distance is set as 1.0.

0.0 if DP} = DP!
d(DP{,DP) =1 0.5 if (DP{, DP%) € T1 )
1.0 others

where the set IT is shown in Fig. 6 by those dynamic pat-
terns with connections, which lists all 12 possible pairs. For
example, (UP, PEAK) € IT and similarly (PEAK, UP) e II.
Note that IT is symmetric. As mentioned in Sect.3, WAVE
can be regarded as a distortion of PEAK or NADIR in many
cases.

The second part is based on the average value of the
joint speeds, which is defined as Eq. (3).

. . min(angik, ang’].‘)
d(avgV;,avgV;)=1.0- :

3)

maX(anV;‘, angjf)

Then, we combine directly the two parts as the dis-
tance metric of the short-term features noticing that both

k k k k
d(DP;, DPJ.) and d(avgV?, angj) belong to [0, 1].

k k k k k k k

D*(STF;,S TFj)=d(DPi , DPj)+d(angi s angj) @
where DX(STF f.‘, STF*) denotes the distance metric of
short-term features for the k-th joint. It is clear that our
definition is a balance between the dynamic pattern and av-
erage speed. The dynamic pattern distance d(DPf.‘,DP’J‘.),
which is robust to motion variations, can distinguish a pe-
riod with increasing speeds from that with decreasing speeds
even though they have similar average speeds. On the other
hand, d(avgV},avgV}) plays the main role if their dynamic

~,

~ " g
(up)  3<(/ (PEAK)

(DOWN) / ©  (NADIR)
F 4
’ Cd
4 —
(WAVE) (FLAT)

Fig.6  Half the same dynamic pattern pairs (12 pairs in total), those dy-
namic patterns with connections are in the set IT of Eq. (2).
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patterns are the same. Therefore, different stages are sep-
arated for a dynamic pattern. For example, peaks with
very different average speeds may fall in different stages
of a motion (e.g. walking), which can be distinguished by
d(angl?‘, angj?). We consider not only the magnitude but
also the dynamic pattern of joint speed in a motion clip
within the short term.

By averaging the distance metrics of all joints, we can
define the distance metric of two motion clips.

K-1
D(STF;,STF))= Y wl)D"STFf,STF¥) (5)
k=1

where D(STF;, S TF;) denotes the distance metric between
two motion clips, w(k) is a non-negative weight for the k-
th joint. It is not difficult to demonstrate that the proposed
distance metric satisfies the four properties of a metric, see
the Appendix.

4.2 Motion Dissimilarity Measure

To determine the dissimilarity measure between two mo-
tions, we have to solve the time warping problem due to
the different motion paces, different phases, and so forth.
A common solution is called dynamic time warping algo-
rithm [23], [24], which aligns two series of short-term fea-
tures ¥ = {STFff ke[l : K-1Lie[l:I-1]}and
G = {STFj‘. cke[l:K-1],j €[l :J-1]} with our
proposed distance metric as Eq.(5). The motion dissimi-
larity measure D(¥, G) is defined as the average of local
distance metrics D(S T F;, S TF ) in the optimal path, which
is obtained by dynamic time warping.

D(F.G) =

Z D(STF;,STF)) (6)

Lopt
(@, j)eport

where L°?" is the length of the optimal path P°”. Similar to
[4], we use the average value rather than the total for inde-
pendence of the path length. Obviously, the larger D(¥, G)
is, the more dissimilar the two motions are.

5. Experimental Results

In this section, we report our experimental results on a test
dataset of more than 190 MoCap sequences with a com-
parison of two conventional methods including a baseline
and FMDistance. The baseline is the current prevailing
method as pointed out in [3] (thus the de facto method).
And FMDistance [8] is the most recently proposed tech-
nique where high performance is reported. For the base-
line, the only difference from the proposal is that the base-
line adopts the frame distance definition in [11] instead of
extracting short-term features. The distance metric between
the two frames F;; and F, in [11] is the sum of the weighted
difference of the joint orientations and the weighted distance
of the joint velocities, see Fig. 7 (b) as an example. Those
weights are optimized by [11]. Then, dynamic time warp-
ing is performed to align the corresponding frames among
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Fig.8 Comparison of motion dissimilarity measures by the proposal
(8 frames/clip), the baseline, and FMDistance, calculated between
SlowWalkO_A and other sequences in Fig. 3, normalized by the motion dis-
similarity measure between SlowWalk0_A and SlowWalk1_A.

the two sequences. Thus, motion dissimilarity measure is
calculated in a similar way to the proposal. For FMDistance,
we employ the best parameter setting reported in [8], where
a feature vector is extracted by calculating the average ki-
netic energy of each joint angle in logarithms, followed by
the Euclidean distance between feature vectors to obtain the
motion dissimilarity measure. Figure 8 gives the motion dis-
similarity measures of some examples for the baseline and
FMDistance.

5.1 Dataset Setup

Currently, the CMU MoCap database is popular in the aca-
demic community [5], [8], [12],[25],[26]. Therefore, we
decide to set up a test dataset from the CMU MoCap
database, consisting of four categories of motions. In the
CMU MoCap data, there are 31 joints in total and 62 de-
grees of freedom (DOF), where some DOFs are manually
generated instead of being captured. The data are captured
in 120 frames per second. Many sequences have multiple
categories of motions or last a long time. To remove the am-
biguity and retain simplicity in our test dataset, we only use
192 sequences within six categories of motions including
swinging, punching, jumping, running, kicking, and walk-
ing, which are very common in our daily life and very basic
for many applications. Each sequence has a single category
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Table1 Information of test dataset.
Swing | Punch | Jump | Run | Kick | Walk
MoCap Num. | 10 8 17 45 6 106
Actor Num. 1 2 2 4 2 20

Avg. Frames 446 438 262 174 333 417
Min. Frames 363 150 179 126 | 289 242
Max. Frames 561 900 369 760 | 382 1032

of motion with no more than 1,032 frames. The actor and
motion IDs used in this paper are identical with those in
the CMU database. After manually removing the no motion
parts in the motions from jumping and kicking, there are
66,445 frames in total in the test dataset, which lasts 553.7
seconds or is about 1/60 to 1/70 of the whole CMU database.
Table 1 shows detailed information on our test dataset.

5.2 Preliminary Investigation

As a crucial component, we investigate the effectiveness of
our distance metric in Eq. (5) as shown in Fig. 7 (a), which
indicates that our distance metric clearly reflects the walking
cycles. Compared to the baseline in Fig. 7 (b), our distance
metric removes the half cycle much more effectively. This
experimental result implies that our distance metric is more
accurate than the baseline in reflecting the similarity of mo-
tions.

The motion dissimilarity measure should be robust to
motion variations. Therefore, as an example, we test motion
dissimilarity measures between SlowWalk0_A and other se-
quences in Fig. 3. Motion variations are observed in Fig. 3
from the personality, motion style, and motion pace. As
shown in Fig. 8, the motion dissimilarity measures in the
same category are similarly small by the proposal no mat-
ter how variant the motion pairs are. Meanwhile, it is
very large between different categories of motions such as
SlowWalkO_A and Run_D, which shows the great discrim-
ination of our proposal. This desired characteristic is es-
sential to reduce both false negative and false positive. On
the other hand, the conventional methods fail to distinguish
the differences derived from different categories of motions
and motion variations (e.g. personality) in the same cate-
gory. For example, in the baseline, the motion dissimilarity
measure between two slow walking motions by two actors
is rather large although the two motions are similar. More-
over, it is too small between SlowWalk0_A and the running
motion Run_D to remove Run_D from the retrieval set. This
is because the poses in walking and running may become
similar although their dynamic characteristics are rather dif-
ferent, which demonstrates that it is insufficient to consider
only pose difference in motion retrieval. In FMDistance,
although they can separate two motion categories, the dis-
crimination is rather weak.

5.3 Performance Analysis

We calculate the motion dissimilarity measures between the
query and all the MoCap sequences in our test dataset. Then,
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Query(16_49) Rank1(16_50) Rank2(16_45) Rank3(16_46) Rank4(16_48) Rank5(35_24) Rank6(09_07) Rank7(16_55) Rank8(35_22) Rank9(09_08)Rank10(38_03)
Query(07_04) || Rank1(07_05) Rank2(07_03) Rank3(12_03) Rank4(08_04) Rank5(05_01) Rank6(35_33) Rank7(35_02) Rank8(16_15) Rankg(35_05) Rank10(07_07)

Fig.9 The first ten motions retrieved by the proposal using a query of running motion (top) and a
query of walking motion (bottom) respectively. Two stick figures in the first and last frames are rendered
for each motion. Four trajectories are shown for root, left hand, left femur, and left tibia, respectively.
The numbers in parentheses are actor and motion IDs in our test dataset, which is a subset of the CMU
database. Benefiting from short-term features, our proposal can retrieve properly similar motions with
large motion variations from the personality, motion pace, motion style, etc.
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Fig. 10

Comparison of motion dissimilarity measures among all the MoCap data in our test dataset

that consists of four categories of motions, (a) results from the baseline method, (b) results from the
FMDsitance method, (c) results from the proposed method with 8 frames/clip, (d) ideal case. Note that

the zeros in the diagonals are removed.

we rank the sequences in dataset by their motion dissimilar-
ity measures. This procedure is the same in all three meth-
ods including the baseline, FMDistance, and the proposal.
As an example, Fig. 9 shows the top ten retrieved motions by
our proposed method using a running query and a walking
query, respectively, where similar motions from different ac-
tors and motion styles are retrieved properly. Notice that all
retrieved motions are in the same categories as the queries in
both trials. And four actors are listed in the top ten motions
when querying the running motion, which are all actors in
45 motions of the running category, see Table 1. In query-
ing the walking motion, we retrieve 30% of actors by less
than 10% motions in the top ten motions, see Fig.9. This
indicates that our proposal is robust to motion variations.
We calculate the motion dissimilarity measures among
all the MoCap sequences in our test dataset in Fig. 10. Ide-
ally, any motion dissimilarity measure between a query and
a motion from another category should be larger than that
between the query and a motion within the same category
(see Fig. 10(d)). Compared to the ideal case, the baseline
(see Fig. 10 (a)) has more difficulty in distinguishing mo-
tions belonging to the same category or different categories.
On the other hand, FMDistance (see Fig. 10 (b)) has greater
discrimination (e.g. in the running category) than the base-
line although their motion dissimilarity measures are still far

from the ideal case. In contrast, the proposed method (see
Fig. 10 (c)) approaches the ideal case best and thus has two
advantages: one is the motion dissimilarity measures among
a category of motions are smaller, which demonstrates that
our algorithm is robust to motion variations; and the other is
the motion dissimilarity measures in different categories are
larger, which dismisses the dissimilar motions correctly.
We compare the proposal and two conventional meth-
ods by P(Ng), a popular evaluation approach in content-
based retrieval [9]. P(Ng) denotes precision after Ng mo-
tions are retrieved, where Ny is the number of motions in
the same category as the query. Figure 11 shows the re-
sults of all motions in our test dataset and Fig. 12 is a box
plot of Fig. 11. From the both figures, our proposal achieves
the best performance and the baseline has the worst perfor-
mance in most of cases. Furthermore, assuming those values
are mutually independent with the same continuous distri-
bution, we perform the Friedman test among the proposal,
the baseline, and FMDistance with the null hypothesis that
there is no difference among the three methods. We get a
p-value of 0, which discards the null hypothesis at a signifi-
cant level of 0.01 and suggests the significant difference ex-
ists among the three methods. In Fig. 13, we average P(Ng)
in each category and the entire dataset. On average, P(Ng)
in our method is 90.8% for 8 frames/clip, which is about
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Fig.12 A box plot of Fig. 11. On each box, the central mark is the me-
dian, the edges of the box are the 25th and 75th percentiles.
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Fig.13  Comparison of average P(Ng) for six categories and the entire
dataset, where four motion clip lengths are tested in the proposal.

23% higher than the baseline and about 14% higher than the
FMDistance. Our technique also improves the performance
greatly in most of the six categories, compared to the two
conventional methods.

However, as shown in Fig. 10 (c), we have not reached
the ideal state for the following two facts. One reason is that
our feature extraction discards some information such as the
root motion, which may cause errors. Unfortunately, infor-
mation loss is very difficult if not impossible to completely
avoid in feature extraction. The other reason is that mid-
dle motions exist between the two categories such as jog-
ging from walking and running. In our test dataset, some
walking motions are confused with running motions. It is
understandable that the confusion will increase among en-
ergetic walking, jogging and slow running while the errors
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Table 2  Joint weights used in our experiments (non-listed joints are set
as zeros, see Fig. 2 for joint names).

I/r-femur | l/r-tibia | I/r-humerus | I/r-radius
Setting 1 1.0 1.0 0.5 0.5
Setting 2 1.0 1.0 0.0 0.0
Setting 3 0.5 1.0 0.5 1.0
Setting 4 1.0 0.5 1.0 0.5
Setting 5 1.0 1.0 1.0 1.0
Setting 6 0.0 0.0 1.0 1.0
Setting 7 above 8 joints, shoulders, and head
(totally 11 joints) are set as 1.0
Setting 8 all 31 joints are set as 1.0

B Setting 1
Setting 2
B Setting 3
Setting 4
OSetting 5
B Setting 6
B Setting 7
B Setting 8

Average P(Ng)

swinging punching jumping running kicking walking entire

Fig.14  Comparison of average P(Ng) for four categories and the en-
tire dataset, where eight combinations of joint weights are tested using 8
frames/clip in the proposal.

will decrease if querying a slow walking motion or an ener-
getic running motion. Essentially, this challenging problem
is due to the semantic gap between high-level human per-
ception and low-level features.

Several motion clip lengths are tested including 4
frames/clip, 8 frames/clip, 16 frames/clip, and 32 frames/
clip, which is regarded as a stable range of human motion.
Basically, the longer the motion clip is, the less the discrim-
ination is. This is because a motion clip that is too long may
cover two or more dynamic patterns. Figure 13 shows the
average P(Ng) in the motion clip lengths. The best P(Ng)
(90.8%) is achieved in the case of 8 frames/clip or 0.067
seconds/clip.

As pointed out in [11], the joint weights in Eq. (5)
should be optimized to achieve better performance. Here,
we investigate how many joints are needed, which joints
should be selected, and what are the best weights for those
selected joints. We test some combinations of joint weights
as listed in Table 2 using 8 frames/clip. From the results,
as shown in Fig. 14, we can learn the following facts. 1.
it cannot improve the performance just by increasing joint
number (see Setting 7 and 8). 2. it works well by intuitively
selecting the eight joints in legs and arms as shown in Fig. 2.
However, in this paper, we remain the problem of optimiz-
ing joint weights as our future work.

The computational cost is evaluated by the running
time of our programs. Because feature extraction is per-
formed as an off-line process, we exclude its running
time. Using the same laptop computer (Intel® Core2®
Duo 2.0GHz CPU and 1.5GB main memory) and com-
piler (Microsoft® Visual Studio®), our algorithm is about
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Table3  Comparison of total running time and speedup to baseline.
baseline | FMDistance proposal
4 frame/clip | 8 frame/clip | 16 frame/clip | 32 frame/clip
time (min.) 1115.1 0.4 81.0 23.8 9.1 4.3
speedup 1 2788 14 47 123 259
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123 times faster than the baseline method in the case of 16
frames/clip. Note that FMDistance defines a feature vector
considering all frames in a motion to avoid dynamic time
warping, making it very fast to compute a motion dissimi-
larity measure with the cost of losing the ability of subse-
quence retrieval. Table 3 shows the total running time for
calculating the motion dissimilarity measures among all the
sequences in our test dataset. Note that the retrieval time
depends on the lengths of query and motions in the dataset.

6. Conclusions and Future Work

This paper presents a content-based retrieval algorithm for
MoCap data with promising experimental results in our test
dataset. Our main contributions are as follows:

1. Short-Term Features: An effective feature extraction
method has been proposed considering the short-term
characteristics of joint velocities. It is our basic idea
that short-term analysis is essential for the similar-
ity of motions. Most previous works only consider a
single frame [27] or a simple combination of several
frames [13],[16]. In this paper, our features are ex-
tracted from both the dynamic pattern and magnitude
of joint velocities in the short term, which are robust
to motion variations. Moreover, it can quickly extract
the short-term features with little requirement for user’s
expertise, leading to great potential in many applica-
tions for our short-term features. The idea of short-
term analysis in MoCap is inspired by its successful
usage in audio analysis [17], which is suitable for non-
stationarity processes such as audio and motion. This
is the first time a short-term feature in MoCap data has
been proposed.

2. Distance Metric of Features: A distance metric is
carefully defined for our short-term features, which is
a crucial ingredient of the motion retrieval technique.
Moreover, as pointed out by [3], it is fundamental for
many other techniques such as segmentation, cluster-
ing, and motion blending. A trade-off is achieved
to balance between the dynamic pattern and average
speed in our short-term features. Our experiments sug-
gest that the distance metric is effective.

3. Motion Dissimilarity Measure and Retrieval: Based
on the distance metric, our motion dissimilarity mea-
sure of two MoCap sequences is calculated using dy-
namic time warping. We rank the MoCap sequences
in the dataset according to their motion dissimilarity
measures from the query. Generally speaking, high
performance both in effectiveness and in efficiency is
required, which is achieved in our algorithm.

Future work: Although our experimental results
demonstrate the great potential of applying our technique,
many improvements are possible. For example, it is neces-
sary to further accelerate our algorithm. The main bottle-
neck in our system is the dynamic time warping algorithm,
which is quadratic in the number of frames. We are inter-
ested in developing such a substitute as uniform time scal-
ing [18].

As mentioned in Sect. 5.3, it is very interesting to op-
timize joint weights in Eq. (5) as [11]. Moreover, differ-
ent motion categories may require different joint weights.
Therefore, it is better to use adaptive weights. Currently,
our static approach cannot be always optimal for any mo-
tion category.

We are also planning to employ the short-term features
in other applications such as motion structure analysis [28]
and motion blending [29]. Motion structure analysis is use-
ful in obtaining a single category of motions from a compli-
cated sequence. Therefore, it may be served as a prepara-
tion step of a MoCap retrieval system, e.g., see [5]. Without
motion structure analysis, our test dataset has to consist of
simple and short sequences. Moreover, the computational
cost of retrieval may be reduced by segmenting the long se-
quence into single motions by techniques such as [26], [30].
Many motion blending techniques require the registration of
two motions properly before blending [29], where our short-
term features are obviously employable.
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Appendix

Here is a brief proof that our distance function D(STF,
STF;)in Eq. (5) is a metric.

Definition: A metric on a set X is a function d : X *
X — R. For all x, y, z in X, this function is required to
satisfy the following conditions:

1. d(x,y) > 0 (non-negativity)

2. d(x,y) = 0 iff x = y (identity of indiscernibles)
3. d(x,y) = d(y, x) (symmetry)

4. d(x,z) <d(x,y) + d(y, 2) (triangle inequality)

As a first step, we prove d(DP;‘,DP’]‘.) in Eq.(2) is a
metric.

It is obvious d(DP*, DP’;.) satisfies the first three con-
ditions by its definition. Note that the set I in Eq. (2) is
symmetric.

To prove d(DP, DP’;.) < d(DP¥,DPX) + d(DP%, DP’;.),
consider the following cases:

o If DP¥ = DP’J‘., d(DPf.‘,DP’;) = 0. Thus, triangle in-
equality is satisfied.

o If (DPff,DP{;) eTIl, d(DPf,DP’;) = 0.5. The condi-
tion that triangle inequality is not held is that both
d(DP¥, DPY) and d(DP’;,DP’J‘.) are 0. That means
DPf=DPt = DP’; , which is conflict with (DP¥, DP’;) €
I1.

o If d(DPf.‘,DP’;) = 1.0, the condition that triangle in-
equality is not held is that d(DP¥, DPX) or d(DP~, DP’;)
is 0. Suppose d(DPf, DP’jC) =0, i.e., DP;< = DP§. That
is to say, d(DP¥, DP’;.) =d(DP%, DP’J‘.). So triangle in-
equality is satisfied.

Therefore, d(DPf.‘ , DP’J‘.) is a metric.

Next, we prove d(ang{‘, angj?) in Eq. (3) is a metric.

It is obvious d(avgV},avgV}) satisfies the first three
conditions by its definition.

To prove triangle inequality, suppose ang;‘ < ang;?
and discuss the following cases:

e avgVk < ang;C < ang;.<

° ang{‘ <avgVk < ang;.c

o avgVf < angj.< < avgV*

It is trivial to prove the triangle inequality in the above
three cases respectively. Therefore, d(angik,angf) is a
metric.

The following lemma can be obviously proved.
Lemma: If d1(x1,yl) and d2(x2,y2) are two metrics
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on the set X1 and X2 separately, then d(x, y) is also a metric
on the set X1 ® X2, where d(x,y) = wl - d1(x1,y1) + w2 -
d2(x2,y2), wl > 0,w2 > 0.

Therefore, it is straightforward to prove that D(STF l{‘,
STF j?) and D(STF;,STF ;) are metrics by the lemma.
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