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Color Image Retrieval Based on Distance-Weighted Boundary
Predictive Vector Quantization Index Histograms

Zhen SUN†, Zhe-Ming LU††a), Nonmembers, and Hao LUO††, Member

SUMMARY This Letter proposes a new kind of features for color
image retrieval based on Distance-weighted Boundary Predictive Vector
Quantization (DWBPVQ) Index Histograms. For each color image in the
database, 6 histograms (2 for each color component) are calculated from
the six corresponding DWBPVQ index sequences. The retrieval simula-
tion results show that, compared with the traditional Spatial-domain Color-
Histogram-based (SCH) features and the DCTVQ index histogram-based
(DCTVQIH) features, the proposed DWBPVQIH features can greatly im-
prove the recall and precision performance.
key words: content-based image retrieval (CBIR), predictive vector quan-
tization (PVQ), distance-weighted boundary PVQ (DWBPVQ), index his-
tograms

1. Introduction

In content-based image retrieval (CBIR) systems [1], instead
of being manually annotated by keywords, images are in-
dexed by their own visual content, such as color [2], tex-
ture [3], shape [4] and spatial relationship, which are more
essential and closer to the human perceptual system than the
keywords used in text-based image retrieval systems. In the
past fifteen years, many researchers have shown great inter-
ests in image retrieval based on compressed-domains such
as DCT [5], DWT [6], fractal coding [7] and Vector Quanti-
zation (VQ) [8]–[11]. Reference [5] obtains the texture fea-
tures directly from the middle and low-frequency DCT coef-
ficients. Reference [6] retrieves the images in 3 progressive
steps using four lowest resolution subbands based on DWT.

This Letter focuses on VQ based CBIR schemes. Vec-
tor quantization [12] is not only an efficient data compres-
sion technique but also effective pattern recognition or clus-
tering technique. Although VQ is not so efficient in image
coding compared with JPEG and JPEG2000 based methods,
however, it has been proved to be the effective feature ex-
traction or feature space clustering technique in image re-
trieval [8]–[11]. Reference [8] uses tree-structured vector
quantization (TSVQ) to organize the feature space as a tree.
Reference [9] extracts features directly from the codeword
indices of the spatial-domain VQ compressed image. Ref-
erence [10] extracts features from the individual codebook

Manuscript received November 11, 2008.
Manuscript revised March 31, 2009.
†The author is with the Department of Automatic Test and

Control, Harbin Institute of Technology, Harbin 150001, P. R.
China.
††The authors are with the School of Aeronautics and

Astronautics, Zhejiang University, Hangzhou, China.
a) E-mail: luzhem@mail.sysu.edu.cn

DOI: 10.1587/transinf.E92.D.1803

generated from the image. Reference [11] presents a new
kind of features based on DCT-VQ index histograms. Above
features are all based on constrained VQ or Basic VQ, while
in this Letter, we will propose a novel kind of features based
on a type of Feedback VQ, i.e., Distance-weighted Bound-
ary Predictive VQ (DWBPVQ), which is first presented in
Reference [13] for image compression.

2. Related Work

2.1 Vector Quantization

As we know, VQ is an efficient clustering and classifica-
tion technique for high-dimensional spaces. In the spatial-
domain VQ, a representative codebook should be generated
offline based on a large training vector set using the well-
known LBG algorithm [12] before online encoding. During
the encoding process, the image is first divided into blocks,
each block being an input vector. For each input vector, we
search in the codebook the nearest codeword for it. Then we
use the codeword index to represent the input vector. During
the decoding process, we only need a simple table-look-up
procedure to obtain the corresponding reproduction vector
from the codebook based on the index.

2.2 DCTVQ Index Histograms

Performing the VQ compression in transform domains such
as DCT and DWT can reduce the complexity of basic VQ.
DCT has the excellent energy compact property, thus we can
throw the high-frequency information and only perform VQ
on the low-frequency coefficients. On the other hand, we
can utilize the normalized histograms to describe the fea-
tures invariant to translation and nearly invariant to rotation
and scaling. Considering the above two aspects, the features
based on DCT-VQ index histograms presented in [11] can
be described in the following paragraphs:

Obviously, we should first generate a representative
codebook for the image database. We randomly select a cer-
tain number of images from the database to be the training
images. Each image is divided into blocks of size 8 × 8. All
of these blocks compose the set O = {o1, o2, . . . , oN}, where
N is the number of blocks. Then DCT is performed on each
block in O to obtain the transformed set T = {t1, t2, . . . , tN}.
We rearrange the transformed DCT block from the two-
dimensional array to the one-dimensional array in the zig-
zag sequence. We divide each transformed block t into
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four parts, the DC coefficient d, 16 low-frequency coeffi-
cients denoted by the vector l, 9 middle-frequency coef-
ficients denoted by the vector m and the remained high-
frequency coefficients denoted by the vector h. Because
high-frequency coefficients are relatively with smaller val-
ues, we deal with it in another way by computing the energy
e of all high-frequency coefficients. Thus, we can compose
four training sets, D = {d1, d2, . . . , dN}, L = {l1, l2, . . . , lN},
M = {m1,m2, . . . ,mN} and E = {e1, e2, . . . , eN}. Based on
these four training sets, four codebooks, i.e., CD with ND

codewords, CL with NL codewords, CM with NM codewords
and CE with NE codewords, can be generated using the LBG
algorithm [12] respectively. Note that there are three color
components, thus we have 12 codebooks.

After obtaining the above 12 codebooks, we can then
encode each image in the database with them. For any input
image, we divide it into blocks of size 8 × 8, and then per-
form DCT on each block. Rearrange and divide each DCT
block into four parts, and then encode each part with the
corresponding codebook to obtain the corresponding code-
word index. For each part, we collect codeword indices of
all DCT blocks to get an index sequence. Thus, we can ob-
tain 12 index sequences in total for each image, 4 for each
color component. Then we calculate the histogram for each
index sequence to compose the final DCTVQIH features for
each image.

3. Proposed Scheme

3.1 Boundary PVQ (BPVQ)

Boundary predictive VQ (BPVQ) is the simplest predictive
VQ for image coding. The main idea of BPVQ is to predict
the current block based on its boundary pixels in the up, left
and up-left reconstructed blocks as shown in Fig. 1, and then
the prediction error is vector quantized. The pixel Y in the
current block can be predicted by the pixel X1 in the left
block, the pixel X3 in the up block and the pixel X2 in the
up-left block as follows

ỹ(i, j) = P(xl(i, 4), xu(4, j), xul(4, 4)) (1)

Where ỹ(i, j) denotes the predicted pixel at the location (i, j)
in the current block, 1 ≤ i, j ≤ 4 (here we assume that the
block size is 4 × 4 = 16 for obtaining better quality together
with low complexity), and xl(i, 4), xu(4, j) and xul(4, 4) are
the neighboring pixels in the left, up and up-left blocks re-
spectively, and P is the prediction function. For simplicity,
we generally define P as the averaging function over three
neighboring pixels.

3.2 Distance-Weighted BPVQ (DWBPVQ)

In fact, in Fig. 1, the up-left block does not affect the predic-
tion performance too much, thus we often ignore it. That is,
we only need to consider pixels xl(i, 4) and xu(4, j), but ig-
nore the relatively unimportant pixel xul(4, 4). On the other

Fig. 1 The BPVQ prediction scheme.

hand, the spatial distance between Y and X1 is often differ-
ent from the spatial distance between Y and X2. The shorter
distance is, the more correlation the correspoding neighbor-
ing pixel has. Thus, we can use the spatial distance as the
weight during the prediction process, i.e.,

ỹ(i, j) =
i · xl(i, 4) + j · xu(4, j)

i + j
(2)

Above method is called as Distance-Weighted BPVQ
(DWBPVQ) in Reference [13].

3.3 Proposed DWBPVQ Index Histograms

Now, we introduce our feature extraction method based
on DWBPVQ. Obviously, the first step is to generate the
DWBPVQ codebooks for all color components. For each
color component, we divide each image in the training set
into blocks of size 4×4. All of these blocks compose the set
X = {x1, x2, . . . , xN}. Based on Eq. (2) and Fig. 1, we can get
the corresponding predicted vector set P = {y1, y2, . . . , yN}.
Subtracted each predicted block from its original block,
we can obtain the residual set Q = {r1, r2, . . . , rN}, where
ri = xi − yi, 1 ≤ i ≤ N. Based on these two training sets, we
generate corresponding two codebooks based on the LBG
algorithm [12] respectively. For the set P, we generate the
codebook CP with NP codewords. For the set Q, we gener-
ate the codebook CQ with NQ codewords. Note that there are
three color components, thus we totally have 6 codebooks.

After obtaining the above 6 codebooks, we can then ex-
tract the features for each image in the database with them.
For any input image based on certain color component, we
divide it into blocks of size 4 × 4. For the blocks in the
first row or first column, we remain them unchanged. From
the block in the second row and second column, we encode
the image block by block, from left to right and from up
to down. For each block x to be encoded, we first get the
predicted block y based on Eq. (2) with its up and left re-
constructed blocks. Subtracted y from x, we get its residual
vector r. Search the nearest codeword in Codebook CP for
y and use the corresponding index to encode y. Search the
nearest codeword in Codebook CQ for r and use the corre-
sponding index to encode r. Considering that we cannot get
the original x again in the decoder, x should be replaced by
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its reconstructed version x̂ = y + r̂, where r̂ is the quan-
tized version of r. Thus for all y, we collect their codeword
indices to get a “predicted” index sequence. While for all
r, we collect their codeword indices to get a “residual” in-
dex sequence. Thus, we can obtain 6 index sequences in
total for each image. Then we calculate the histogram for
each index sequence to compose the features for each im-
age. Note that, here the “predicted” index histogram can
reflect the rough information of the image, and the “resid-
ual” index histogram can reflect the detail information of
the image.

4. Experimental Results and Discussions

To demonstrate the effectiveness of the proposed features,
we compare our DWBPVQIH features with traditional
spatial-domain color-histogram-based (SCH) features and
DCT-domain vector quantization index histograms-based
(DCTVQIH) features based on the same YCbCr color space
and the same feature dimension of 192. We use a standard
database [14] in the experiment that is carried out on a Pen-
tium IV computer with the 2.80 GHz CPU. This database
includes 1000 images of size 384× 256 or 256× 384, which
are classified into ten classes (people, ), each class including
100 images. We first randomly select 2 images from each
class to be the training images, and then generate the re-
quired codebooks for DCTVQ and DWBPVQ as described
in Sects. 2.2 and 3.3 respectively. For DCTVQ, we perform
the DCT on all 8 × 8 blocks and compose four training sets,
and then generate four codebooks for each color component,
ND = 64, NL = 512, NM = 256, NE = 128. Based on
these codebooks, we encode each image to get 12 index se-
quences, and then we use a 16-bin histogram to represent
each index sequence, thus we can get a 192-dimensional
feature vector for each color image in the database. For
DWBPVQ, we divide all training images into blocks of size
4 × 4, and then generate the two codebooks, the predictive
codebook CP with NP = 256 codewords, and the quanti-
zation codebook CQ with NQ codewords. Based on these
codebooks, we encode each image to get 6 index sequences,
and then we use 32-bin histogram to represent each index se-
quence, thus we can get a 192-dimensional feature vector for
each color image in the database. To show the performance
of the codebooks for all color components (Note that the
encoding quality of the codebook is not so important in the
retrieval applications), we list the average encoding qualities
based on DCTVQ (bit rate = (6+ 9+ 8+ 7)/64 = 0.47 bpp)
and DWBPVQ in Table 1. For DWBPVQ, we test three
cases, i.e., (1) NQ = 64 (bit rate = 6/16 = 0.375 bpp);
(2) NQ = 128 (bit rate = 7/16 = 0.44 bpp); (3) NQ = 256
(bit rate = 0.5 bpp). For comparisons, based on the YCbCr
color space, we also extract three 64-bin color histograms
from each image to compose a 192-dimensional SCH fea-
ture vector. To compare the performance more reasonably,
we randomly select 5 images from each class, and thus in to-
tal 50 images, as the test query images. For each test query
image, we perform the retrieval process based on each kind

of features. For each number of returned images (from 1 to
1000), we average the recall and precision value over 50 test
query images.

The comparisons of the average P-R curves of SCH,
DCTVQIH and DWBPVQIH (NQ = 256) are shown in
Fig. 2. From these results, we know that we can obtain much
better recall and precision performance with the proposed
features than that with the traditional SCH features. In ad-
dition, the proposed DWBPVQIH features are also better
than the DCTVQIH features over the whole P-R Curve. The

Table 1 Comparisons of the average encoding quality using different
compression methods and with different parameters.

Fig. 2 The performance comparisons among the proposed DWBPVQIH
features, DCTVQIH features and SCH features.

Fig. 3 The performance comparisons of the proposed DWBPVQIH fea-
tures under different NQ values.
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comparisons of the average P-R curves of DWBPVQIH with
different NQ values are shown in Fig. 3. We can see that, the
more bit rate we use the much better retrieval results we can
obtain for DWBPVQIH features.

5. Conclusions

This paper presents a new kind of features based on
DWBPVQ for color image retrieval. The first advantage is
that the proposed features can be quickly extracted from the
compressed data. Secondly, during the encoding or decod-
ing of DWBPVQ, there are two parts information, one is for
prediction, the other is for quantization. The first part can
be viewed as the rough information, while the second part
can be viewed as detail information. Experimental results
show that the proposed DWBPVQIH features are much bet-
ter than the traditional SCH features and also better than the
DCTVQIH features.
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