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Fusion of Multiple Facial Features for Age Estimation

Li LU†a), Student Member and Pengfei SHI†, Nonmember

SUMMARY A novel age estimation method is presented which im-
proves performance by fusing complementary information acquired from
global and local features of the face. Two-directional two-dimensional
principal component analysis ((2D)2PCA) is used for dimensionality re-
duction and construction of individual feature spaces. Each feature space
contributes a confidence value which is calculated by Support vector ma-
chines (SVMs). The confidence values of all the facial features are then
fused for final age estimation. Experimental results demonstrate that fus-
ing multiple facial features can achieve significant accuracy gains over any
single feature. Finally, we propose a fusion method that further improves
accuracy.
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1. Introduction

As an interesting yet challenging problem, age estimation
based on face images is a rather new research topic in
computer vision. Its applications mainly include commer-
cial data collection (classifying age groups of shopping
customers), vending machines refusing to sell alcohol or
cigarettes, adult book/video shops and entertainment places
(access denied for underage people), etc.

As the earliest attempt to use computer vision tech-
niques for age estimation, the methods proposed by Young
et al. [1] was based on cranio-facial changes in feature-
position ratios, and on skin wrinkle analysis. Lanitis [2] per-
formed principal component analysis (PCA) on generating
facial models which aimed to establish the relationship be-
tween the models and the age of the subjects by a quadratic
function. Xin Geng et al. [3] modeled the aging pattern,
which is defined as the sequence of a particular individual’s
face images sorted in time order, by constructing a repre-
sentative subspace. Recently, Guodong Guo [4] learned a
low-dimensional embedding of the aging manifold using an
appropriate subspace learning method and then designed a
locally adjusted robust regressor for learning and prediction
of the aging patterns.

However, age estimation is still a challenging problem
due to the complex effects caused by living conditions, cos-
metics usage, personal specialties, gender differences, and
so on. We can see that most computational models of the
existing age estimation methods consider only the entire
face as a global feature, they do not take into account just
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what other regions of the face as local features. We pro-
pose a novel method for age estimation that combines in-
formation from multiple facial features for improving accu-
racy and robustness. The facial features that we consider
are the grayscale image of the face, the Gabor wavelet rep-
resentation of the face, and the eyes. The Gabor wavelet
representations are robust for illumination and expressional
variability, so they have been used widely in facial feature
modeling in recent years [5]. The eyes are essentially un-
affected by beards and mustaches and quite robust to facial
expressions and occlusions. Moreover, the area around the
eyes was found to be the most significant for the task of age
estimation [2]. The idea is to use complementary informa-
tion for improving overall performance. Finally, we pro-
pose a fusion method that further improves accuracy. Two-
directional two-dimensional principal component analysis
((2D)2PCA) is used to encode the facial features in a lower
dimensional space. Each feature space contributes a confi-
dence value which is calculated by SVMs. The confidence
values of all the three features are then fused for final age
estimation. The proposed fusion method works quite well
and yields a significant improvement in age estimation over
that achievable with any single feature.

2. Global and Local Features

2.1 (2D)2PCA

(2D)2PCA [6] is a transform technique derived from the
PCA technique, directly extracts features from image matri-
ces, which is much more efficient than PCA, requiring less
memory and having a lower computational cost.

Given a training set {X1, X2, · · · , XN}, the ith training
image is denoted by an m × n matrix Xi (i = 1, 2, · · · ,N),
and the average image of all training samples is denoted by
X̄. Construct the image covariance matrix G1 and G2:

G1 =
1
N

N∑
i=1

(
Xi − X̄

) (
Xi − X̄

)T
(1)

G2 =
1
N

N∑
i=1

(
Xi − X̄

)T (
Xi − X̄

)
(2)

It has been proven that the optimal value for the projec-
tion matrix U is composed by the orthonormal eigenvectors
u1, · · · , ud1 of G1 corresponding to the d1 largest eigenval-
ues, i.e. U =

[
u1, · · · , ud1

]
, the optimal value for the pro-
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jection matrix V is composed by the orthonormal eigen-
vectors v1, · · · , vd2 of G2 corresponding to the d2 largest
eigenvalues, i.e. V =

[
v1, · · · , vd2

]
. For a new image Xnew,

the low-dimensional feature matrix Y can be represented as
Y = UXnewV .

2.2 Gabor Wavelet Representation

The Gabor wavelet representation of a face image is the con-
volution of the image with a family of Gabor wavelets (fil-
ters) [5] which can be defined as follows:

ψμ,v(z) =

∥∥∥kμ,v
∥∥∥2

σ2
e

(
−‖kμ,v‖2�‖z‖2

/
2σ2
) [

eikμ,vz − e−σ
2/2
]

(3)

where μ and v define the orientation and the scale of the
Gabor kernels, z = (x, y), ‖�‖ denotes the norm operator,
and kμ,v is the wave vector.

For extracting discriminating information of different
orientations and scales as much as possible, a bank of Gabor
filters with eight orientations, i.e., μ ∈ {0, · · · , 7}, and five
scales, i.e. v ∈ {0, · · · , 4}, is chosen to extract the feature
data. Five different scales and eight orientations generate
40 filters. Let I(x, y) be the gray level distribution of a face
image, the convolution of image I and a Gabor filter ψμ,v is
defined as follows:

Oμ,v (z) = I (z) ∗ ψμ,v (z) (4)

where z = (x, y), ∗ denotes the convolution operator, and
Oμ,v (z) is the convolution result corresponding to the Gabor
kernel at orientation μ and scale v. In our work, we use
the 2D ensemble Gabor wavelet representation which can
be defined as follows:

R =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

O0,0 (z) O0,1 (z) · · · O0,4 (z)
O1,0 (z) O1,1 (z) · · · O1,4 (z)

...
...

. . .
...

O7,0 (z) O7,1 (z) · · · O7,4 (z)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5)

2.3 Facial Features for Age Estimation

We propose to use global as well as local features. In addi-
tion to the entire face image, we consider two other features;
namely, the Gabor wavelet representation of the face, and
the eyes. Figure 1 shows the extracted facial features for a
sample face. The three facial features are high-dimensional
and cannot be used directly. We apply (2D)2PCA to each
feature for dimensionality reduction.

Fig. 1 (a) face image, (b) Gabor wavelet representation, and (c) the eyes.

3. The Fusion Approach

3.1 SVMs

SVMs is a supervised learning technique from the field of
machine learning applicable to both classification and re-
gression [7]. Consider the training data set D = {(xi, yi)}li=1
of labeled training samples, xi ∈ Rd, where d denotes the
dimensionality of the training samples, and yi ∈ {−1,+1} is
the associated label. The training vectors xi are mapped into
a high dimensional feature space by the function φ. Then
SVM finds an optimal linear separating hyperplane that sep-
arates all the projected training samples φ (x) with the max-
imal margin in this high dimensional feature space. The hy-
perplane is defined by:

f (x) =
l∑

i=1

λiyik (x, xi) + b∗ (6)

where k (x, xi) = φ (xi)
T φ
(
x j

)
is called the kernel function,

b∗ is a bias. To construct an optimal hyperplane is equivalent
to finding all the nonzero λi and is formulated as a quadratic
programming problem with constrains. Based on SVM with

RBF kernel e−γ‖xi−x j‖2 as the binary classifier, one can extend
SVM for probability estimates.

3.2 Weighted Summation Fusion

It is often difficult to precisely make out a stranger’s age.
More applicably, we divide the age samples into 5 categories
which range from 1∼9, 10∼19, 20∼39, 40∼59, and over 60
years old, implying that our estimation problem is translated
into five-class pattern recognition problem. We apply SVMs
on facial feature m (m = 1, 2, · · · ,M, where M is the num-
ber of facial features) to obtain the probability, nm

i , that the
testing observation is in class i(i = 1, 2, · · · , I, where I is the
number of age ranges). nm

i is termed as the confidence value.
We experimented with four different fusion ap-

proaches, namely simply-summation, product, maximum,
weighted summation. The first three are well-know fusion
approaches; the last one is proposed in this paper and it takes
into account the performance of individual facial features in
weighting their contributions. Given confidence value nm

i ,
the fused score for class i is denoted as fi.

Simply-summation (SS): fi =
M∑

m=1

nm
i , ∀i

Product (PRO): fi =
M∏

m=1

nm
i , ∀i

Maximum (MAX): fi = max
(
n1

i , n
2
i , · · · , nM

i

)
, ∀i

Weighted summation (WS): Weights are assigned to the
individual features based on the reliability of facial features
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on age estimation. The distribution of the confidence values
of a facial feature contains information about the reliability
of that facial feature’s decision. For the facial feature m,
if the highest ranked class receives a high confidence value
and all of the other classes receive relatively low values, or if
two classes receives relatively high confidence values and all
the other classes receive relatively low values, then the con-
fidence level is high. Conversely, if all the classes receive
similar scores, the confidence is low. For a facial feature m,
we have the set of ranked confidence values

{
nm

ri

}
i=1···I , where

I is the number of age ranges. We define γ as the reliabil-
ity measure which is the difference between the two highest
ranked confidence values and the doubled third ranked con-
fidence value, and normalized by the mean value.

γm =
nm

r1
+ nm

r2
− 2nm

r3

nm
mean

(7)

where r1, r2 and r3 are the subject classes achieving the high-
est, second and third ranks, respectively, m denotes the num-
ber of facial features, and the mean is calculated over all the
values of nm

ri
. Weights are proportional to γ as follows

wm =
1

M∑
m=1

γm

· γm (8)

Note that 0 ≤ wm ≤ 1, ∀m, and
M∑

m=1

wm = 1. The WS fused

score for class iis calculated as

fi =
M∑

m=1

wmnm
i , ∀i (9)

4. Experimental Results

To verify the proposed age estimation method, we con-
structed two galleries using face images from the FG-NET
Aging Database [8] and the CAS-PEAL database [9], and
pictures collected from World Wide Web. In FG-NET, the
ages are distributed highly unevenly in the ranges: 1-69,
face images in the ranges of 20-39, 40-59, and above 60
years old is not enough for experiments. We therefore used
images from the FG-NET as well as the CAS-PEAL and
World Wide Web to construct Gallery I as shown in Table 1.
Gallery I contains face images of Caucasian and Asian de-
scent. For comparison, images from the CAS-PEAL and
World Wide Web are used to construct Gallery II which con-
tains only Asian descent. The face images used in our ex-
periments are mostly frontal faces with some variations in
pose, illumination and facial expressions.

All the face images were warped to the same scale, ori-
entation and position. Histogram equalization was applied
to the extracted face images to normalize for different light-
ing conditions. The required facial features were cropped
with reference to the eye locations.

The average classification accuracy was estimated with

Table 1 Description of two galleries: (a) Gallery I, and (b) Gallery II.

Fig. 2 Experiments on Gallery I.

five-fold cross validation (CV) — i.e., a five-way data set
split, with 4/5th used for training and 1/5th used for testing,
with four subsequent nonoverlapping rotations. For each fa-
cial feature, the average size of the training set is 240 and the
average size of the test set is 60. We used a SVM classifier
with RBF kernel. The SVMs come from LIBSVM [10] and
all parameters were selected using cross validation via par-
allel grid research. Figure 2 (a) illustrates the classification
accuracy of different features viz., face, the Gabor wavelet
representation of face image (GW), eyes, and the WS fu-
sion method case under different dimensions. Figure 2 (b)
shows the classification accuracy of different fusion meth-
ods. We verified the proposed age estimation method on
Gallery II with the same experimental methodology as we
used on Gallery I. The experimental results are shown in
Fig. 3.

As shown in Fig. 2 (a) and Fig. 3 (a), all three facial fea-
tures produced high classification rates, indicating each of
them contains a high amount of age information. The Ga-
bor wavelet representation of face image yields the high-
est classification rate of 85.4% on Gallery I and 86.3% on
Gallery II. The reasons may be that the Gabor wavelet rep-
resentations of face image can extract the local facial fea-
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Fig. 3 Experiments on Gallery II.

ture like the analysis of face’s wrinkles and shapes for clas-
sification, and are robust for illumination and expressional
variability. Under the same dimensions of feature vectors,
the eyes obtain better accuracy than the entire face image,
one reason may be that the eyes essentially unaffected by
beards and mustaches, and quite robust to facial expressions.
The proposed WS fusion approach, i.e. weighted summation
of the classification results of three facial features, obtains
the highest correct classification rate of 88.5% on Gallery I
and 89.6% on Gallery II. The results demonstrate that fus-
ing multiple facial features can achieve significant accuracy
gains over any single feature.

We have experimented with several fusion methods for
three facial features, including simply summation, maxi-
mum, production rules, and the proposed weight summa-
tion method. Figure 2 (b) and Fig. 3 (b) shows the effect of
each fusion method for fusing facial features. We see that
the weight summation fusion method generally performed
better than the other three (SS, PRO and MAX).

Although Gallery I contains face images of different
descents, we found the classification accuracy results of
Gallery I are close to that of Gallery II. The general ac-
curacy on Gallery II is slightly better than that on Gallery I.
This may show that the aging process is common for human
beings.

5. Conclusions

We have proposed a novel methodology that combines infor-
mation gathered from multiple facial features, namely, the
face, the Gabor wavelet representation of face, and the eyes,
for robust and accurate age estimation. Each feature space
contributes a confidence value which is calculated by SVMs.
The confidence values of all the facial features are then fused
for final age estimation. The experimental results demon-
strate that fusing multiple facial features can achieve higher
accuracy over any single feature, the proposed weighted
summation fusion method outperforms the traditional fusion
methods and can further improve accuracy.
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