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SUMMARY  IEEE 802.15.4 is a new standard, uniquely designed for
low rate wireless personal area networks (LR-WPANS). It targets ultra-
low complexity, cost, and power, for low-data-rate wireless connectivity.
However, one of the main problems of this new standard is its insufficient,
and inefficient, media access control (MAC) for priority data. This paper
introduces an extended contention access period (XCAP) concept for pri-
ority packets, also an traffic adaptive contention differentiation utilizing the
XCAP (TACDX). The TACDX determines appropriate transmission policy
alternatively according to the traffic conditions and type of packet. TACDX
achieves not only enhanced transmission for priority packets but it also has
a high energy efficiency for the overall network. The proposed TACDX is
verified with simulations to measure the performances.
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1. Introduction

Low Rate Wireless Personal Area Networks (LR-WPAN5)
have been designed for short range wireless communica-
tion, based on low power consumption as well as being a
low cost technology. In this type of network, the communi-
cation capacity may be limited by the low hardware specifi-
cations, such as small memory size and low processing ca-
pacity. IEEE 802.15.4 [1], which was recently standardized,
shows great potential for ubiquitous and pervasive comput-
ing for LR-WPANs. In IEEE 802.15.4, a beacon enabled
mode is one of the predominant schemes for low power con-
sumption where a coordinator periodically transmits a bea-
con frame, informing the network of the superframe struc-
ture, and manages its active/inactive periods. Any associ-
ated nodes are allowed to communicate in the active periods,
and energy is conserved by turning off their transceivers dur-
ing the inactive periods. In the active periods, high priority
data, such as real-time traffic, should use Guaranteed Time
Slots (GTS) allocation to provide QoS support. GTS is a
contention free mechanism for supporting high priority traf-
fic applications. However, GTS is an expensive approach
for low data rate applications [2]. Allocating specific band-
width can lead to more contention in the remaining band-
width. In addition, the number of nodes supporting GTS
is limited to seven, which can be insufficient according to
the node density. Framing tailoring (FRT) [3] is proposed to
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avoid acknowledgement and data packet collisions, while al-
lowing one-time CCA, so that it can be exploited to provide
strong prioritization in addition to the standard CSMA-CA.
However, this scheme requires hardware support for zero
padding, which is difficult to apply in low cost devices, and
at present, is not suitable for applications to currently avail-
able devices. [4] proposes a QoS mechanism by controlling
three variables, which are the BE (Backoff Exponent), the
CW (Contention Window) and the NB (Number of Back-
offs). These variables are assigned according to the packet
type. However, it is difficult to know the exact influence
of the variables on the performance in dynamic traffic con-
ditions, which makes it difficult to adapt this algorithm to
support QoS in real network environments.

This paper introduces an extended contention access
period (XCAP) for priority events in LR-WPAN applica-
tions; specifically for networks using IEEE 802.15.4, a traf-
fic adaptive contention differentiation scheme utilizing the
XCAP (TACDX) is proposed. The TACDX adapts the
length of the XCAP dynamically to the volume of priority
traffic without exchanging control messages. The TACDX
achieves not only enhanced transmission for the priority
packets but it also has high energy efficiency for the overall
network. The remainder of this paper is organized as fol-
lows: the proposed scheme is described in detail in Sect. 2.
Section 3 evaluates the performance, and finally, conclu-
sions are provided in Sect. 4.

2. TACDX Scheme

Data transmissions in high traffic conditions can cause con-
tinued backoff operations and data collisions. These over-
heads affect the network performance. In this case, prior-
ity packets cannot be transferred safely, and the loss of pri-
ority packets can become critical. This is our motivation
that we propose the TACDX. We consider beacon-enabled
mode in which the inactive period is much longer than the
active period. Considering that the main merit of beacon-
enabled mode is low power consumption, it is acceptable.
Assume that CAP can be extended dynamically. If priority
packets are able to be transmitted in CAP, or alternatively
extended CAP according to the traffic status, it will be bene-
ficial not only for the priority packets but also for the overall
network performance. Figure 1 shows overviews of IEEE
802.15.4 and TACDX. In 802.15.4 (Fig. 1 (a)), a superframe
structure consists of an active and inactive period. The ac-
tive period is divided into two parts, a contention access pe-
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Fig.1  Operation comparison.

Algorithm 1 Transmission Policy Determination

In CAP:
if S;(i) > TH then
Both NP and PP are transmitted
else if S_j(i) < 7L then
NP is transmitted
else
Maintain current transmission policy
end if
In XCAP:
PP is transmitted

riod (CAP) and a contention free period (CFP). CFP is op-
tional. In CAP, both normal packet (NP) and priority packet
(PP) are transmitted based on CSMA/CA mechanism. Each
node randomly selects a backoff time in the range [0,255-
1]. The initial value of backoff exponent (BE) is given as
macMinBE, and can be incremented up to macMaxBE ac-
cording to the backoff retrial count if the channel is busy.
Meanwhile, TACDX provides different transmission poli-
cies according to the traffic type and the traffic conditions. If
the length of CAP is enough to the traffic volume (Fig. 1 (b)),
each node sends both an NP and a PP in the CAP. If PPs are
remained when the CAP is expired, they can be transmit-
ted by extending the CAP. However, if the traffic condition
is not good enough (Fig. 1 (c)), the node transmits packets
separately according to the packet type. In this case, NPs
are transmitted in CAP, while priority packets are transmit-
ted after the CAP, that is, in the XCAP mode. In TACDX,
we do not consider CFP in the active period.

How each device node measures the recent traffic level
is defined, and the transmission policy is determined, based
on the traffic level. The delivery ratio in the active period is
stored in s; of the matrix S ;. i denotes the i-th active period
since the first power-on, and j denotes the sending node j.

Si—k
Si=| s, (1)
Si-1
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When the current time is given as the i-th active period,
each device node stores maximum k times of recent delivery
ratio information, and calculates the average (S_j(i)). Based
on the S_j(i) and the thresholds, each node determines its
transmission policy as described in Alg.1. 7H and 7L de-
note the high and low thresholds, respectively. When the
CAP has expired, the coordinator extends the active status
for the priority event gathering time (¢,). We call this period
as the Mandatory Period (MP) since the coordinator node
must wait for time #,. Additional waiting is determined by
the existence of the arrival of a packet when the timer has
expired. If the coordinator receives any PPs during the time
period ?,, it maintains its active status for the same period
(t,) again. In this case, the coordinator extends its active
state whenever it listens to the PP as long as it has addi-
tional gathering time (). ¢, and t, are the maximum backoff
time when BE is macMinBE and macMaxBE, respectively.
If the coordinator has not received any PPs when ¢, or 7,
has expired, it enters into its sleep mode until the following
CAP begins. Figure 2 shows operation flows of TACDX as
described above.

3. Simulation Results and Discussion

The NS-2 simulator (version ns-2.31) [5] has been used af-
ter modifying the NS-2 802.15.4 MAC module. Simula-
tions have been performed under the following assumptions
and environments. There are neither channel errors nor any
propagation delays. The network consist of a coordinator
and ten device nodes and the transmission range of all the
nodes is limited to 10 meters, and every device node is lo-
cated approximately 10 meters away from the coordinator,
making a circle around it. Each node performs a data trans-
mission, requiring an ACK frame. The packet generation is
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Table 1  Parameters used in simulation.
Parameter Value Parameter Value
Traffic Type CBR Transmit Power  52.2mW
Data Size 70Bytes  Receive Power  59.1 mW
k 10 Idle Power 0.06 mW

TH 90 macMinBE 3
7L 85 macMaxBE 5
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Fig.4  Throughput.

based on a Poisson process and the type of each packet is
either PP or NP. The ratio of priority data traffic to the total
traffic volume is approximately 10% in scenario A, 20% in
scenario B, and 30% in scenario C. The simulation time is
100 seconds and retransmissions have not been considered.
The main parameter values used in the simulated studies are
listed in Table 1. In the case of the IEEE 802.15.4 simulation
case study, the results for NP and PP are almost identical
since there is no differential control according to the packet
type. To simplify the graph, only one result is represented,
using the average value regarding the legacy scheme.
Figure. 3 shows the percentage of the transmitted pack-
ets that are successfully delivered. The results show that the
delivery rate is similar when the length of CAP is sufficient
to the traffic volume, while TACDX provides better perfor-
mance by differentiating the traffic based on packet type,
if the CAP is insufficient. As a result, the TACDX main-
tains a high delivery ratio for PPs, while decreasing the de-
livery ratio for NPs. The legacy scheme shows the lowest
delivery rate. Figure 4 presents the amount of data trans-
ferred from the device node to the coordinator node. In the
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legacy scheme, the throughput of NP and PP cannot increase
continuously as the traffic increases. However, the TACDX
provides higher results for both PP and NP than those of
the legacy scheme. In TACDX, the throughput of PPs in-
creases proportionally according to the traffic load, while
the throughput of NPs shows relatively similar results in the
simulation cases. Figure 5 shows the time taken for a data
packet to reach the coordinator. In the legacy scheme, the
end-to-end delay increases if the length of the CAP is insuf-
ficient compared to the traffic volume. However, TACDX
shows a differential delay by using the XCAP mode. It can
be seen that TACDX maintains a short delay for the PPs, re-
gardless of the traffic conditions. Figure 6 shows the energy
consumption. Though the legacy scheme shows the lowest
energy consumption, it cannot be said to provide energy ef-
ficient operation when comparing its short CAP and low de-
livery numbers. The main reason for this is that the legacy
scheme consumes a lot of power in carrying out repetitive
backoff and CCA (Clear Channel Assessment) before trans-
mission when the CAP is insufficient compared to the con-
tending traffic. The CCA requires the node to maintain the
receiving mode for a specific time to prevent transmission
collision. As shown in Table 1, receiving power is the most
power consuming task. Therefore, continued backoff and
CCA should be minimized to increase energy efficiency.
Figure 7 compares the energy overhead. To measure the
energy overhead, we divide the energy consumption by the
number of successfully delivered packets. The portion of
energy consumption for the number of transmissions is low



1948

0.0009

—&— Legacy in all cases

—O— TACDX in Scenario A
| —w— TACDX in Scenario B

00008 1 _~_ TACDX in Scenario C

0.0007 -

0.0006 -

0.0005

0.0004 -

0.0003

Energy Consumption / Number of Transmissions (J)

0.0 0.5 1.0 15 20

Incoming Data Rate (pps)

Fig.7  Energy overhead.

10000

—@— Legacy in all cases
—O— TACDX in Scenario A
—w— TACDX in Scenario B

8000 1 _A— TACDXin Scenario C

6000 4

4000 -

Dropped Packets

2000 A

0.0 0.5 1.0 15 20

Incoming Data Rate (pps)

Fig.8 Dropped packets.

in the case of low traffic, while it increases rapidly as the
traffic increases, since the required energy for transmitting
and receiving is relatively high. This leads to dropping re-
sults in the beginning, as can be seen in Fig. 7. The results
show that the energy overhead of legacy scheme increases
proportionally according to the traffic load, while the results
of TACDX show very gentle ascents. It means that TACDX
consumes significant power for the transmission. Consider-
ing Figs. 6 and 7, it can be said that TACDX is more energy
efficient than the legacy scheme since it can transmit more
data while consuming similar, or only slightly higher en-
ergy. Figure 8 compares the number of dropped packets. It
presents how many packets were failed in transmission. The
number of packets dropped does not take into account re-
transmissions; if retransmissions are allowed, the dropped
packets would be retried up to the limit of the maximum
number of allowed retransmissions. In this case, the energy
consumption would increase. Figure 8 shows that the legacy
scheme drops the largest number of packets, and TACDX in
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scenario C shows the lowest number of dropped packets. It
can be inferred that TACDX can be more energy efficient
than the legacy scheme if retransmissions are allowed.

4. Conclusion

For longer network lifetimes in LR-WPANs, the networks
should work in beacon enabled modes, and the inactive pe-
riods should be longer than the active periods. In this paper,
a traffic adaptive contention differentiation scheme for IEEE
802.15.4 LR-WPAN:Ss utilizing the inactive periods has been
proposed. The proposed, TACDX, has two main advan-
tages, which are, 1) that the TACDX utilizes the inactive pe-
riods for the priority packets alternatively according to traf-
fic conditions which can be an easily acceptable approach
since the inactive periods are generally much longer than the
active periods leading to lower power consumptions; 2) that
the TACDX does not require additional control messages to
determine the XCAP so it does not require lots of additional
energy. This also means that TACDX maintains compati-
bility with IEEE 802.15.4 standard. Simulations, performed
by the NS-2 simulator, have shown that the TACDX relaxes
the contention in the CAP, which achieves both good QoS
support and improves the energy efficiencies.
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