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Hierarchical Composition of Self-Stabilizing Protocols Preserving
the Fault-Containment Property
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SUMMARY A desired property of large distributed systems is self
adaptability against the faults that occur more frequently as the size of the
distributed system grows. Self-stabilizing protocols provide autonomous
recovery from finite number of transient faults. Fault-containing self-
stabilizing protocols promise not only self-stabilization but also contain-
ment of faults (quick recovery and small effect) against small number of
faults. However, existing composition techniques for self-stabilizing pro-
tocols (e.g. fair composition) cannot preserve the fault-containment prop-
erty when composing fault-containing self-stabilizing protocols. In this pa-
per, we present Recovery Waiting Fault-containing Composition (RWFC)
framework that provides a composition of multiple fault-containing self-
stabilizing protocols while preserving the fault-containment property of the
source protocols.
key words: fault-containment, self-stabilization, composition

1. Introduction

Large scale networks that consist of a large number of pro-
cesses communicating with each other have been developed
in recent years. In large scale networks such as the In-
ternet, it is desirable that the system recovers from small
scale faults without the effect of faults spreading over the
entire network. In dynamic networks such as sensor net-
works and inter-vehicle networks, it is expected that the
system recovers quickly after a fault so that it can adapt to
the dynamic changes. A distributed system consists of pro-
cesses that communicate with each other by communication
links. It is necessary to take measures against faults when
we design distributed protocols because faults often occur
in these networks (e.g. memory crash at processes, topol-
ogy change) and the effect of faults may affect the entire
network. There exist many fault-tolerant distributed proto-
cols that provide autonomous recovery from faults or pre-
vent the effect of faults from spreading over the network. A
self-stabilizing protocol [8] converges to a legitimate config-
uration from any arbitrary initial configuration. This prop-
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erty provides autonomous adaptability against any number
of transient faults. In practice, the adaptability to small scale
faults is important because catastrophic faults rarely occur.
However, self-stabilization does not promise efficient recov-
ery from small scale faults and sometimes the effect of a
fault spreads over the entire network.

Researchers have tried to add adaptive fault-tolerance
by conditioning the fault scenario, e.g. the severity of a fault.
The severity of a fault is measured by the number of the pro-
cesses corrupted by the fault. When the states of f processes
are corrupted in a legitimate configuration, we call the ob-
tained configuration an f -faulty configuration.

An f -fault-containing self-stabilizing protocol promises
self-stabilization and fault-containment [15]–[17], [21]: from
any f ′-faulty configuration ( f ′ ≤ f ), it reaches a legitimate
configuration in the time and in the space depending on f
or less. (We call it f -fault-containing protocol.) Many fault-
containing protocols bound the time to recover and the num-
ber of processes affected by the fault with polynomial in f
or some constant.

Executing two different self-stabilizing protocols in
parallel is known as fair composition [9], [10]. Fair com-
position provides hierarchical composition of two (or more)
protocols such that a protocol (called the upper protocol)
utilizes as its input the output of the other (called the
lower protocol), and guarantees self-stabilization of the ob-
tained protocol. However, a fair composition does not pre-
serve the fault-containment property when composing fault-
containing protocols.

In this paper, we present a simple framework for com-
position of fault-containing protocols that preserves the
fault-containment property of source protocols. This com-
position framework is important both theoretically and prac-
tically. Our strategy is to control the execution of source
protocols so that the upper protocol waits until the lower
protocol recovers. Our framework suggests the possibility
of a uniform framework for composition of fault-containing
protocols and a novel design technique for fault-containing
protocols. However the proposed framework currently puts
several assumptions on source protocols. So, we examine
the sufficient conditions for the proposed framework.
Related work. Self-stabilization was first introduced by
Dijkstra [8]. Since then, many self-stabilizing protocols
have been designed for many problems e.g. spanning tree
construction [6], [10], leader election [24] and token circu-
lation [20].
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Various types of adaptive self-stabilization have been
studied to improve the recovery of self-stabilizing proto-
cols from faults: fault-containment [15], [16], time-adaptive
stabilization [23], superstabilization [12], local stabiliza-
tion [1], and time-to-fault adaptive stabilization [14]. The
main issue is the time complexity for recovery. Their aim
is to guarantee the recovery time bounded by the number
of corrupted processes in an initial configuration. Fault-
containing protocols were presented by Ghosh et al. [15],
[16]. Many fault-containing protocols can be obtained
by adding the property of fault-containment to existing
self-stabilizing protocols. Ghosh et al. introduced fault-
containment using priority scheduler in [18]. Priority sched-
uler provides a weak priority rule that makes the recov-
ery actions of faulty processes precede the actions of cor-
rect processes. There exist such fault-containing protocols
obtained by composing multiple layers of protocols where
each protocol is not fault-containing by itself [2], [3].

Composition of self-stabilizing protocols is expected
to ease the design of new protocols and to extend usabil-
ity of existing protocols. The fair composition of self-
stabilizing protocols was introduced by Dolev et al. [9], [10].
Beauquier et al. introduced a cross-over composition in [4]
which uses the lower protocol as a filter to the execution of
the upper protocol and improves the adaptability to sched-
uler. Dolev et al. proposed parallel composition in [13], that
enables parallel search and accelerates the stabilization by
executing multiple self-stabilizing protocols in parallel. The
synthesize technique is also used in [14]. However a com-
position of fault-containing protocols has not been proposed
and we first present such a composition.
Contribution. In this paper, we present a framework for
composition of fault-containing protocols that guarantees
the obtained protocol is also fault-containing. We call this
composition fault-containing composition. Our strategy is
to stop the upper protocol until the lower protocol recov-
ers so that the upper protocol executes on the correct output
of the lower protocol. This framework can be applied to
a large subclass of fault-containing protocols but the con-
straint seems to be reasonable.

2. Preliminary

2.1 Network and Processes

A system is a network which is represented by an undi-
rected graph G = (V, E) where the vertex set V is a set
of processes and the edge set E is a set of bidirectional
communication links. Each process has a unique iden-
tity. Process p is a neighbor of process q iff there exists
a communication link (p, q) ∈ E. A set of neighbors of
p is denoted by Np. Let N0

p = {p}, and for each i ≥ 1,

Ni
p =
⋃

q∈Ni−1
p

Nq \ {p} ∪ ⋃0≤ j≤i−1 N j
p. The set of processes

denoted by Ni
p is called i-neighbor of p. The distance be-

tween p and q (p � q) is denoted by dist(p, q) = j iff
q � N j−1

p ∧ q ∈ N j
p. The i-neighbor of p denotes the set of

processes such that their distances from p are smaller than
or equal to i but except p.

Each process p maintains local variables and the values
of all local variables at p define the local state of p. Local
variables are classified into three classes: input, output, and
inner. The input variables indicate the input to the system
and they are not changed by processes. The output variables
are the output of the system for external observers. The in-
ner variables are other internal working variables.

We adopt locally shared memory model† as a commu-
nication model: each process p can read the values of the
local variables at q ∈ Np ∪ {p}. Each process changes the
value of its local variables by executing a protocol. A proto-
col at each process p consists of a finite number of guarded
actions in the form of 〈guard〉 → 〈action〉. A 〈guard〉 is
a boolean expression involving the local variables of p and
Np and an 〈action〉 is a statement that changes the values of
p’s local variables (except input variables). A process with
a guard evaluated true is called enabled. In a computation
step, a distributed daemon selects a nonempty subset of en-
abled processes and these processes execute the correspond-
ing actions. The evaluation of guards and the execution of
the corresponding action at a process is atomic: these com-
putations are done without any interruption. A configuration
of a system is represented by a tuple of local states of all
processes. An execution is a maximal sequence of configu-
rations E = σ0, σ1, σ2, · · · that satisfies (i) σi+1 is obtained
by applying one computation step to σi or (ii) σi is the final
configuration. Maximality means that the sequence is either
infinite, or it is finite and no process is enabled in the final
configuration.

Distributed daemon allows asynchronous executions.
In an asynchronous execution, the time is measured by com-
putation steps or rounds. Let E = σ0, σ1, σ2, · · · be an asyn-
chronous execution. The first round σ0, σ1, σ2, · · · , σi is the
minimum prefix of E such that for each process p ∈ V if p
is enabled in σ0, either p’s guard becomes disabled or p ex-
ecutes at least one step in σ0, σ1, σ2, · · ·σi. The second and
latter rounds are defined recursively by applying the defini-
tion of the first round to the remaining suffix of the execution
E′ = σi+1, σi+2, · · · .

A problem (task) T is defined by a legitimate predi-
cate on configurations. A configuration c is legitimate iff c
satisfies the legitimate predicate. A non-reactive problem
is a problem such that no process changes the values of its
output variables after the system reaches a legitimate con-
figuration, e.g. spanning tree construction, leader election.
A reactive problem is a problem such that processes change

†There exist message passing model and link register model. In
message passing model, processes communicate with each other
by sending and receiving messages. Link register model models
each link as a register and each message is written to and read from
the register. However, the idea presented in this paper does not
depend on the communication model. Many researchers have tried
to transform a protocol designed for the locally shared memory
model into a protocol on other communication models [10], [11],
[27].
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the values of their output variables after the system reaches
a legitimate configuration, e.g. token circulation. In this pa-
per we consider non-reactive problems. We say a distributed
protocol P(T ) has solved T in a configuration iff the config-
uration satisfies the legitimate predicate L(P(T )). The input
(output) of P(T ) is represented by the conjunction of input
(output, respectively) variables at each process. We omit
T if T is clear. The input variables to the protocol are not
changed during the execution of the protocol.

For non-reactive problems, self-stabilizing protocols
are defined as follows.

Definition 1: Non-reactive self-stabilization
A distributed protocol P is self-stabilizing iff it satisfies the
following two properties:
Stabilization: starting from any arbitrary initial configura-
tion, it reaches a legitimate configuration.
Closure: once it reaches a legitimate configuration, it re-
mains in legitimate configurations thereafter.

A transient fault corrupts some processes by chang-
ing the values of their local variables arbitrarily. A self-
stabilizing protocol autonomously recovers from any initial
configuration corrupted by any number of faults.

A configuration is f -faulty† iff the minimum number of
processes such that we have to change their local states (ex-
cept input variables) to make the configuration legitimate is
f . So, an f -faulty configuration is the configuration just af-
ter a fault corrupts f processes. We say process p is faulty iff
we have to change p’s local state to make the configuration
legitimate and otherwise correct.

An f -fault-containing protocol autonomously reaches
a legitimate configuration from any f ′-faulty configuration
( f ′ ≤ f ) in a polynomial time in f , and the number of pro-
cesses affected is bounded by a polynomial in f , e.g. f , f 2

(not |V |). We say a processes is contaminated iff the process
changes its variables during the recovery from an f ′-faulty
configuration ( f ′ ≤ f ).

Definition 2: f -fault-containment
A self-stabilizing protocol is f -fault-containing iff it reaches
a legitimate configuration from any f ′-faulty configuration
( f ′ ≤ f ) with the number of contaminated processes and
the number of rounds to reach a legitimate configuration
bounded by some polynomial in f (not |V |).
We simply denote an f -fault-containing self-stabilizing pro-
tocol as f -fault containing protocol.

The performance of an f -fault-containing protocol is
measured by stabilization time, recovery time, and contam-
ination number.

Stabilization time : the maximum (worst) number of
rounds to reach a legitimate configuration from an ar-
bitrary initial configuration.

Recovery time : the maximum (worst) number of rounds
to reach a legitimate configuration from any arbitrary
f ′-faulty configuration ( f ′ ≤ f ).

Contamination number : the maximum (worst) number

of contaminated processes from any arbitrary f ′-faulty
configuration ( f ′ ≤ f ).

A hierarchical composition of two protocols P1 and P2

is denoted by (P1 ∗ P2) where the variables of P1 and those
of P2 are disjoint except that the input to P2 is the output of
P1. We define the output variables of (P1 ∗ P2) is the output
variables of P2. A legitimate configuration of (P1 ∗ P2) is
defined by L((P1 ∗ P2)) where L((P1 ∗ P2)) ≡ L(P1)∧ L(P2).
In a legitimate configuration of the composite protocol, each
source protocol should be in a legitimate configuration.

Definition 3: Fault-containing composition
Let P1 be an f1-fault-containing protocol and P2 be an f2-
fault-containing protocol. A hierarchical composition (P1 ∗
P2) is a fault-containing composition of P1 and P2 iff (P1 ∗
P2) is an f1,2-fault-containing protocol for some f1,2 such
that 0 < f1,2 ≤ min{ f1, f2}.

In a hierarchical composition, the input to P2 can be
corrupted by a fault when the fault corrupts the output vari-
ables of P1. For the corruption of input to P1, we make the
following assumption.

Assumption 1: Corruption by faults
For a hierarchical composition (P1 ∗ P2), the input to P1 is
not corrupted by any fault.

A fault can change the states of processes but cannot change
their input variables. The input to P1 can be seen as system
parameters, e.g. topology, ID of each process.

In this paper, we put some assumptions on the source
protocols of fault-containing compositions. We consider a
subclass of fault-containing protocols Π such that each f -
fault-containing protocol P ∈ Π satisfies Assumption 2, 3,
4, and 5. Many existing fault-containing protocols satisfy
Assumption 2, 3, 4, and 5 [15], [17], [18], [21].

Assumption 2: Unique legitimate configuration
The legitimate configuration of P is uniquely defined by the
input variables.

Consider a fault-containing composition (P1 ∗ P2). Starting
from an f ′-faulty configuration ( f ′ ≤ min{ f1, f2}), if the out-
put of P1 is different from what it was before the fault, then
the input to P2 changes and the output of P2 may change
drastically to adopt it. Then, P2 cannot guarantee fault-
containment though the original fault is small enough for
P2 to guarantee fault-containment. Assumption 2 promises
the possibility of fault-containment of not only P2 but also
the entire protocol (P1 ∗ P2). Because the input to P1 is
not changed by any fault (Assumption 1), this assumption
guarantees that P1 recovers to the unique legitimate config-
uration and ensures the possibility of fault-containment of
P2 in the composite protocol.

†In general, the legitimate configuration obtained by changing
the local states of f processes is not always unique. However, in
this paper we assume the corresponding legitimate configuration is
unique because we assume later that the legitimate configuration
of the protocol is uniquely defined by the input and the input is not
corrupted by faults.
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Table 1 Notations for the source protocols and the composite protocol.

protocol number of maximum faults recovery time contamination number inconsistency range
P1 f1 t1 c1 k1

P2 f2 t2 c2 k2

(P1 ∗ P2) f1,2 = min{ f1, f2} t1,2 c1,2 k1,2

Assumption 3: Legitimate predicate
The legitimate predicate L(P) for P is represented in the
form L(P) ≡ ∀p ∈ V : consp(P). The predicate consp(P)
involves the local variables at p and its neighbors, and it is
defined over the values of output, inner, and input variables.

We say process p is inconsistent iff consp(P) is false, oth-
erwise consistent. Because we work on non-reactive prob-
lems, process p is enabled if the predicate consp(P) is eval-
uated false.

Assumption 4: Inconsistency detection
In an f ′-faulty configuration ( f ′ ≤ f ), if faulty process p is a
neighbor of correct process(es), at least one correct process
q ∈ Np or p itself evaluates consq(P) (or consp(P)) false.

Many fault-containing protocols satisfies Assumption 4: for
a faulty process p and a neighboring correct process q, the
predicate consp(P) (consq(P), respectively) involves the lo-
cal variables at q (p, respectively). Because p is faulty, there
can be some inconsistency between the local state of p and
that of q.

Note that if p and all its neighbors are faulty,
consp(P) = true may hold at p. This is because consp(P)
involves the local variables at p and its neighbors and the
values of these corrupted variables happen to seem consis-
tent. In this case, p cannot determine whether it is faulty or
not.

The inconsistency range of P is the maximum (worst)
distance from any faulty process to the process q that evalu-
ates consq(P) false because of the faulty process during the
recovery from an f ′-faulty configuration ( f ′ ≤ f ).

Assumption 5: Inconsistency range
Let k be the inconsistency range of P. Starting from any
f ′-faulty configuration ( f ′ ≤ f ), for each faulty process p,
in every configuration there exists at least one process q ∈
Nk

p ∪ {p} such that consq(P) is evaluated false until the local
variables at p takes the values that they take in the legitimate
configuration.

The upper bound of the inconsistency range of a protocol
is obtained by its contamination number or recovery time
that are always larger than or equals to the inconsistency
range. We can obtain a more accurate value of the inconsis-
tency range by analyzing the behavior of the protocol. In
many 1-fault-containing protocols [15], [17], [18], [21], in-
consistency range is 1: in theses protocols, in a 1-faulty con-
figuration the faulty process or its neighbors may suspect it
is faulty and exchange the local information with neighbors.
If a correct process finds the faulty process, the process waits
until the faulty process changes its variables.

3. Fault-Containing Composition

Let P1 be an f1-fault-containing protocol and P2 be an f2-
fault-containing protocol. Our goal is to produce f1,2-fault-
containing protocol (P1 ∗ P2) for f1,2 = min{ f1, f2}. In the
rest of the paper, we use the notations shown in Table 1.

Fair composition of fault-containing protocols cannot
preserve the fault-containment property. This is because the
parallel execution of the source protocols allows the upper
protocol P2 to execute on an incorrect output of the lower
protocol P1. When a fault corrupts the output variables of
P1 at f processes ( f ≤ f1,2), during the recovery of P1, P2

can be executed in parallel to adapt to the changes in the out-
put variables of P1. During the recovery of P1, at most c1

processes change their output of P1 and the changes in the
input to P2 appear as corruptions by fault(s) in P2. If c1 is
greater than f2, P2 cannot guarantee fault-containment. Ad-
ditionally, even if c1 is not greater than f2, if these processes
change their output in P1 repeatedly, the repeated change
of the output of P1 is considered as multiple changes in in-
put for P2, hence it is considered as multiple faults for P2

in the context of fault-containment. In this case, P2 cannot
guarantee fault-containment because it is necessary to pro-
vide fault-containment that no more fault occurs during the
recovery from an f -faulty configuration (See Definition 2).

We can avoid these problems by executing P2 after P1

reaches the legitimate configuration. We call this approach
Recovery Waiting Fault-containing Composition (RWFC).
Our strategy is to stop the execution of P2 until P1 recov-
ers. Thus, starting from an f -faulty configuration ( f ≤ f1,2),
when P1 reaches its unique legitimate configuration†, there
are at most f faulty processes in P2. Then P2 can recover
with its fault-containment property and the whole composite
protocol succeeds in containing the effect of faults.

We can allow faulty processes to execute P2 before P1

reaches the legitimate configuration because in an f -faulty
configuration, even if faulty processes executes P2 before
P1 recovers, the number of faulty processes in P2 is still no
larger than f (≤ f1,2). What is important is that no cor-
rect process executes P2 before P1 recovers. If some correct
process executes P2 before the recovery of P1, the number
of faulty processes in P2 may exceed f2.

A corruption at process p in P1 can change the evalua-
tion of guards of P1 and P2 only at p and its neighbors. This
is because the guards of each process involve the local vari-
ables at the process itself and its neighbors. So, it is possible
that conss(P2) is evaluated false at some process s ∈ Np. If

†A fault cannot change the input variables of P1 (Assumption
1) and P1 reaches the unique legitimate configuration (Assumption
2).
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Fig. 1 Inconsistency range around a faulty process.

s executes P2, the effect of the corruption at p spreads in P2.
To prevent this, it is necessary that each process in Np does
not execute P2 until the variables at p takes the values that
they take in the legitimate configuration. By forcing all pro-
cesses in Np to stop the execution of P2 during the recovery
of P1, we can prevent the effect of the fault from spreading
in P2. From Assumption 5, there exists at least one process
r in Nk1

p for p and in Nk1+1
s for s such that consr(P1) is eval-

uated false during the recovery of P1 (See Fig. 1). We force
P2 to stop by using this property.

We force each process p to check the inconsistency of
each q ∈ Nk1+1

p . For simplicity, we first assume that each
process can evaluate consq(P1) for each q ∈ Nk1+1

p with the
inconsistency detector. The inconsistency detector guaran-
tees that starting from any f -faulty configuration ( f ≤ f1,2),
it provides

∧
q∈Nk1+1

p
consq(P1) to p in O(|Nk1+1

p |) rounds. We

just define the specification and the interface of the incon-
sistency detector in Sect. 3.1, because our focus is not on
the implementation of the inconsistency detector but on the
fault-containing composition. We show an implementation
of the inconsistency detector in Sect. 4.

3.1 Specification of the Inconsistency Detector

The inconsistency detector provides the evaluation of
∧

q∈Nk1+1
p

consq(P1) to each process p ∈ V . Each process

p has two variables, reqp and resp: when p requests the in-
consistency detector to evaluate

∧
q∈Nk1+1

p
consq(P1), p sets

reqp = 1, otherwise 0. The inconsistency detector stores the
result in resp that takes a value in {true, false,⊥} and p re-
ceives the result by reading resp. (Note that p cannot change
the value of resp.)

Assumption 6: Specification of the inconsistency detec-
tor
(i) In a legitimate configuration, reqp = 0 ∧ resp = ⊥ holds
at each process p ∈ V .
(ii) If process p ∈ V changes reqp from 0 to 1 when
resp = ⊥, resp takes true or false in α rounds with changing
the state of only the processes in Nβp:

• if
∧

q∈Nk1+1
p

consq(P1) = false holds when the inconsis-

tency detector changes resp from ⊥, resp takes false.

Guarded actions for process p
S 1: G(P1) → A(P1)
S 2: G(P2) ∧ reqp = 0 ∧ resp = ⊥ → reqp = 1
S 3: G(P2) ∧ reqp = 1 ∧ resp = false → reqp = 0
S 4: G(P2) ∧ reqp = 1 ∧ resp = true

→ A(P2); reqp = 0

Fig. 2 RWFC for (P1 ∗ P2).

• if
∧

q∈Nk1+1
p

consq(P1) = true holds when the inconsis-

tency detector changes resp from ⊥, resp takes true or
false. Even when resp = false holds, the inconsistency
detector returns resp = true in a constant number of
requests.

(iii) α and β are bounded by some polynomial in k1.
(iv) When reqp = 0 ∧ resp � ⊥ holds at process p ∈ V , the
inconsistency detector sets resp = ⊥ in O(1) rounds.

After p requests the evaluation to the inconsistency detector,
if reqp = 1∧resp = true holds, process p can determine that
consq(P1) = true holds at each q ∈ Nk1+1

p .

3.2 Framework for Fault-Containing Composition

RWFC framework checks the consistency of P1 by using the
inconsistency detector whenever the upper protocol needs to
be executed.

Figure 2 shows RWFC for (P1 ∗ P2) at process p that
provides f1,2-fault-containing protocol. For each i ∈ {1, 2},
G(Pi) is the disjunction of all guards of protocol Pi at p,
and A(Pi) indicates the corresponding action of one of the
enabled guards of G(Pi).

Starting from an f -faulty configuration ( f ≤ f1,2), pro-
cess p can execute P1 whenever it has an enabled guard of
P1 by executing S 1. However, when p has an enabled guard
of P2, p should check the inconsistency of P1 among Nk1+1

p .
Process p requests the evaluation to the inconsistency detec-
tor by executing S 2 and checks the result with S 3 and S 4.
If there is no process q ∈ Nk1+1

p that finds inconsistency in
P1, then p executes P2 by executing S 4. Otherwise, p waits
the recovery of P1 by executing S 3.

3.3 Correctness Proof

First, we show the stabilization of RWFC. Starting from an
arbitrary initial configuration, each process can execute P1

whenever it has an enabled guard of P1. Thus, it is obvious
that eventually P1 reaches the legitimate configuration and
the output of P1 (the input to P2) eventually becomes un-
changed. After that, if process p requests the inconsistency
detector to evaluate

∧
q∈Nk1+1

p
consq(P1), p always receives

resp = true. Thus, the execution of (P1 ∗ P2) is that of P2.
So, it is obvious that (P1 ∗ P2) eventually reaches the legiti-
mate configuration. The following lemma holds clearly.

Lemma 1: Starting from an arbitrary initial configuration,
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RWFC for (P1 ∗ P2) eventually reaches the legitimate con-
figuration.

Secondly, we show the fault-containment of RWFC.
Starting from an f -faulty configuration ( f ≤ f1,2), P1

reaches the legitimate configuration in its recovery time and
with its contamination number (Lemma 2). Until P1 reaches
the legitimate configuration, each correct process that is a
neighbor of a faulty process cannot execute P2 (Lemma 2).
However, a faulty process may execute P2 before P1 reaches
the legitimate configuration, e.g. if reqp = 1 ∧ resp = true
holds at a faulty process p in an f -faulty configuration
( f ≤ f1,2), then p can execute P2. Though p executes P2

before P1 recovers, the number of faulty processes in the re-
sulting configuration of P2 is still no larger than f2. Thus,
after P1 reaches the legitimate configuration, P2 can reach
the legitimate configuration with its fault-containment prop-
erty.

The composite protocol (P1 ∗ P2) via RWFC preserves
the fault-containment property of the source protocols (The-
orem 1). The performance of the obtained protocol depends
on those of P1, P2, and the inconsistency detector.

Starting from an f -faulty configuration ( f ≤ f1,2),
P1 first reaches the legitimate configuration with its fault-
containment property.

Lemma 2: Starting from any f -faulty configuration ( f ≤
f1,2), P1 reaches the legitimate configuration with its recov-
ery time and contamination number. During the recovery of
P1, each correct process that is a neighbor of a faulty process
cannot execute P2.

Proof. Starting from an f -faulty configuration ( f ≤ f1,2), P1

reaches the legitimate configuration with its recovery time
and contamination number because S 1 is P1 itself.

In an f -faulty configuration, reqq = 0∧ resq = ⊥ holds
at each correct process q. If a correct process q is a neigh-
bor of a faulty process and q has an enabled guard in P2, q
changes reqq from 0 to 1 by executing S 2 and the inconsis-
tency detector returns the evaluation of

∧
r∈Nk1+1

q
consr(P1).

From Assumption 5, if P1 is not in the legitimate configura-
tion, q receives resq = false. So, correct processes neighbor-
ing some faulty process(es) do not execute P2 with incorrect
output from P1.

Lemma 3: After P1 reaches the legitimate configuration,
P2 reaches the legitimate configuration with the recovery
time of t2α and the contamination number of c2Δ

β, where
Δ is the maximum degree in G.

Proof. From Lemma 2, there exist at most f (≤ f1,2) faulty
processes in P2 when P1 reaches the legitimate configura-
tion. Thus, P2 reaches the legitimate configuration with its
fault-containment property: for the variables of P2, the re-
covery time and the contamination number is still t2 and c2.

However, each process p should check the consistency
of P1 with the inconsistency detector whenever p has an en-
abled guard of P2. From Assumption 6, this forces each
q ∈ Nβp to change their states and imposes α rounds for p

to obtain the result. Thus, in RWFC, it takes t2α rounds for
P2 to reach the legitimate configuration with the number of
c2Δ

β processes changing their local states.
From Assumption 6, α and β are bounded by some

polynomial in k1.

Theorem 1: RWFC provides an f1,2-fault-containing pro-
tocol (P1 ∗ P2) for f1,2 = min{ f1, f2}. The recovery time is
(t1 + t2α) and the contamination number is max{c1, c2Δ

β}.
Proof. From Lemma 2 and 3, RWFC executes P1 and P2

in the coordinated order and each protocol executes its own
recovery actions. So the maximum number of faults that
the obtained protocol guarantees fault-containment is f1,2 =
min{ f1, f2}. From Lemma 3, the recovery time is (t1 + t2α)
and the contamination number is max{c1, c2Δ

β}.

4. The Inconsistency Detector

In this section, we show an implementation of the inconsis-
tency detector.

The inconsistency detector should provide the commu-
nication between process p and each q ∈ Nk1+1

p to evaluate
∧

q∈Nk1+1
p

consq(P1) whenever p changes reqp from 0 to 1. In

the locally shared memory model, process p can read only
the local variables at its direct neighbors. Thus, it is neces-
sary to broadcast the request to each process q ∈ Nk1+1

p and
each q ∈ Nk1+1

p should return the evaluation of consq(P1) to
p.

Recall that the legitimate predicate L(P1) ≡ ∀p ∈
V : consp(P1) is a stable predicate on configurations in
P1. Thus, starting from a target faulty configuration, once
L(P1) = true holds, L(P1) remains true thereafter. However,
the fault-containment property guarantees that only the pro-
cesses in the inconsistency range of each faulty process p
change their states during the recovery. So, starting from
a target faulty configuration, once consq(P1) holds for each
q ∈ Nk1+1

p for a faulty process p, consq(P1) remains true at
all q ∈ Nk1+1

p thereafter. Consequently, the inconsistency de-
tector should answer whether there is a configuration where
∧

q∈Nk1+1
p

consq(P1) holds between the time when p requests

by changing reqp from 0 to 1 and the time the inconsistency
detector answers to p by changing resp from ⊥ to a value in
{true, false}.

One simple solution for evaluating a stable predicate
is to use PIF (Propagation of Information with Feedback)
protocols that take a snapshot of global configurations by
broadcasting a request to all processes and gathering feed-
backs from all processes.

However, we do not need any global detection but the
local detection among Nk1+1

p for process p. One way to in-
volve Nk1+1

p into some task is to use the breadth first tree of
height (k1 + 1) rooted at p. Whenever process p changes
reqp to 1, p constructs the breadth first tree and by using a
PIF protocol on the breadth first tree, p broadcasts the re-
quest to each q ∈ Nk1+1

p and q feedbacks the evaluation of
consq(P1) to p. We can use the breadth first tree construc-



YAMAUCHI et al.: HIERARCHICAL COMPOSITION PRESERVING THE FAULT-CONTAINMENT PROPERTY
457

tion protocol in [19] by setting the height of the tree k1 + 1.
However, this simple implementation cannot provide

the correct evaluation of
∧

q∈Nk1+1
p

consq(P1) to p. Because

each process executes P1 during the request and feedback of
a PIF protocol, the evaluation of consq(P1) at q ∈ Nk1+1

p may
change during the feedback: e.g. after q sends consq(P1) =
true as a feedback, if the evaluation of consq(P1) changes
from true to false (it may be caused by some state change of
the processes in Nq), p cannot obtain the correct evaluation
of
∧

q∈Nk1+1
p

consq(P1).

Generally, to evaluate a stable predicate among pro-
cesses, PIF is used twice. The first PIF propagates the re-
quest to each process and each process starts to observe the
stable predicate. The second PIF gathers the result of obser-
vation at each process via the feedback of PIF. In this way,
one can evaluate a stable predicate on configurations.

Cournier et al. proposed a snap-stabilizing PIF protocol
for arbitrary networks [7]. Their protocol PIF guarantees
that each process returns the feedback after all processes in
V received the request. Thus, by using PIF, we can collect
the observation of the stable predicate with a single PIF ex-
ecution.

We allow each process p to execute PIF independently
in parallel so that each process q ∈ Nk1+1

p can evaluate
∧

r∈Nk1+1
q

consr(P1) when q changes reqq from 0 to 1. This

is done, for example, by attaching the ID of q to the broad-
cast and feedback. This imposes additional memory of size
of O(|Nk1+1

p | log n) at p to manage different trees while this
does not impose additional time complexity.

We modify PIF as follows:
(i) process p constructs the breadth first tree of height (k1+1)
rooted at p when it changes reqp from 0 to 1.
(ii) process q starts to observe consq(P1) when it receives
the request of the PIF protocol. If consq(P1) = true holds
during the observation, q records it.
(iii) q returns the result of the observation to p with the feed-
back of PIF.

The snap-stabilization property of PIF guarantees that
starting from an arbitrary initial configuration, whenever the
root process begins the broadcast, every process receives the
broadcast and the root process receives feedback from every
process in O(N) rounds. Thus, in our implementation, the
broadcast and feedback take O(Nk1+1

p ) rounds. The breadth-
first tree is constructed in O(k1 + 1) rounds. Thus, p re-
ceives the feedback from all processes in Nk1+1

p in O(|Nk1+1
p |)

rounds. Consequently, the value of α in Assumption 6 is
a polynomial in k1. Because only the processes in Nk1+1

p

change their states, the value of β in Assumption 6 is k1 + 1.
So, the condition (iii) of Assumption 6 is satisfied.

To satisfy the condition (iv) of Assumption 6, the in-
consistency detector should check reqp and resp, and when-
ever reqp = 0 ∧ resp � ⊥ holds at p, it should change resp

to ⊥.

5. Conclusion

We present RWFC framework that provides hierarchical
composition of two fault-containing protocols with preserv-
ing the fault-containment property of source protocols. Our
strategy is to stop the execution of the upper protocol until
the lower protocol recovers. We can compose more than two
fault-containing protocols with RWFC by applying RWFC
repeatedly to the source protocols. Though the strategy is
very simple, it provides significant improvement on com-
posing fault-containing protocols. Furthermore, this frame-
work helps designing new fault-containing protocols: we
can easily built new fault-containing protocols on top of ex-
isting fault-containing protocols.

We defined and implemented the inconsistency detec-
tor that enables each process to communicate with the pro-
cesses in its inconsistency range of the lower protocol. Our
implementation is based on an existing snap-stabilizing PIF
protocol that is executed among the processes in the incon-
sistency range of the lower protocol. The performance of
the obtained protocol depends on the inconsistency detector.
Though the PIF protocol imposes additional communication
overhead and execution time, the effect is contained around
faulty processes in the inconsistency range of the lower pro-
tocol. The inconsistency range of the lower protocol is small
because the lower protocol is fault-containing. Thus, the
overhead imposed by the PIF protocol is small and do not
spread over the entire network.

To accelerate the composite protocol by RWFC, we can
use the legitimacy of output variables of the lower protocol
(called output legitimacy) instead of overall legitimacy. This
is because the upper protocol just uses the output variables
of the lower protocol as its input. However, to adopt output
legitimacy, it is necessary that when the system starts from a
target faulty configuration, once the lower protocol reaches
the output legitimate configuration, it remains in the output
legitimate configuration(s) thereafter. Note that not all the
fault-containing protocols provide this property for output
legitimacy.
Future work. RWFC puts several assumptions on the
source protocols, e.g. the unique legitimate configuration,
inconsistency detection. It is necessary to relax these as-
sumptions to extend the application of fault-containing com-
position. So it is necessary to consider a framework for
fault-containing protocols such that the recovery scenario is
more complicated. There may be other keys to check the
configuration of the lower protocol to control the execution
of the upper protocol.
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