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Adaptive Non-linear Intensity Mapping Based Salient Region
Extraction

Congyan LANG†a), De XU†b), Members, Shuoyan LIU†, Student Member, and Ning LI†, Nonmember

SUMMARY Salient Region Extraction provides an alternative method-
ology to image description in many applications such as adaptive content
delivery and image retrieval. In this paper, we propose a robust approach to
extracting the salient region based on bottom-up visual attention. The main
contributions are twofold: 1) Instead of the feature parallel integration, the
proposed saliencies are derived by serial processing between texture and
color features. Hence, the proposed approach intrinsically provides an al-
ternative methodology to model attention with low implementation com-
plexity. 2) A constructive approach is proposed for rendering an image by a
non-linear intensity mapping, which can efficiently eliminate high contrast
noise regions in the image. And then the salient map can be robustly gen-
erated for a variety of nature images. Experiments show that the proposed
algorithm is effective and can characterize the human perception well.
key words: visual attention, contextual texture, feature extraction, salient
region, salient map

1. Introduction

Visual attention is a mechanism of the human visual system
to focus on certain parts of a scene first, before attention is
drawn to the other parts. Such areas that can capture pri-
mary attention are called salient region or attention regions.
Salient region extraction is a challenging but useful issue in
many multimedia applications. That is, instead of process-
ing all the available information attention can implement an
information processing bottleneck by seeking interesting ar-
eas in images.

Detecting salient region has become an important topic
in recent years, and the major differences among compu-
tational attention models are image features and difference
mechanisms of saliency measure. In particular, some statis-
tical signal-based approaches have been proposed [1]. Most
of them are luminance-based and exploit spatial contrast and
spatial entropy of pixels as its saliency measure. One of the
most important works related to visual attention is proposed
by Itti et al. [2], who proposed a biologically-plausible com-
putational model by utilizing the contrasts in color, inten-
sity and orientation of images. Here, the concept of saliency
map is presented as an integration of different measurable
and low-level image feature. In [3], [4], the saliency map is
weighted by a Gaussian function with the assumption that
humans generally pay more attention to objects near to the
center of an image. Another model proposed by Hu et al. [5]
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Fig. 1 An example of non-linear intensity mapping.

relies on subspace estimation and analysis. The most recent
work was proposed by Yu et al. [6], they described a rule
based approach for visual attention region extraction. Then,
a set of hierarchical salient region are generated based on
a confidence factor. However, most of the exciting meth-
ods consider local contrast calculated as spatial difference
in features (color or texture, etc) among pixels or blocks,
small regions with high contrast structures are usually as-
signed high salient value, even these regions belong to the
background in an image.

In this paper, without needing the full semantic image
understanding, we attempt to develop a robust approach to
modeling bottom-up visual attention. In particular, contrast
is an important parameter in assessing vision. However,
contrast is very sensitive to local noise structure for mod-
eling attention. In order to take the challenge, we proposed
a non-linear intensity mapping, the result of intensity map-
ping is a new grey image generated by compressing the local
contrast range of the image in similar texture regions, while
enhancing it in dissimilar texture regions. Figure 1 shows
an example of non-linear intensity mapping, where we can
see that in the original image, the intensity contrast of cir-
cle region is larger than that of the triangle region. After
non-linear intensity mapping, the intensity-mapped image
is generated by compressing the contrast range of circle re-
gions with global texture consistency. Meanwhile the trian-
gle region has the highest intensity contrast in the intensity-
mapped image so that it can be extracted as salient region
more robustly using simple saliency measure.

The remainder of this paper is organized as follows.
The detail of the proposed computational attention model
is presented in Sect. 2. Experimental results are reported in
Sect. 3. Finally, conclusions will be presented in Sect. 4.

2. The Proposed Computational Attention Model

2.1 Contextual Texture Extraction

In this section, a novel contextual texture feature is extracted
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to describe spatial consistency of a region globally. The
main goal is to obtain global feature for constraining vi-
sual attention modeling so that outliers can be eliminated
for salient map.

First, the JSEG algorithm [7] is used to obtain the seg-
mented regions, which can segment the image into regions
with homogeneous chrominance component. Here, the level
of accuracy in this initial step is not important for the over-
all performance of the proposed salient region extraction, as
the clear contours do not need for model salient map.

By analyzing large mount natural images, we found
that the more similar spatial structure of regions is dis-
tributed in the image, the less possible a salient object con-
tains this texture. Hence, global feature can be extracted
based on contextual texture information. In this paper, we
use Weibull distribution to extract region-level contextual
texture feature. The parameters of the Weibull distribution
can characterize the spatial structure of uniform stochastic
texture of image and have been successfully applied [8]. In
particular, the distribution of edge response of a region can
be modeled by a Weibull distribution as following:

g(x) =
γ

β

(
x
β

)γ−1

e−( x
β )γ , x ∈ Ri (1)

where the β (the width of the distribution) indicates the con-
trast of the region, and the shape of the distribution is given
by γ (the peakedness of the distribution), the higher is γ,
the smaller is more fine textures. In order to smooth small
regions and reduce computational cost, small regions (re-
gion size Ts, Ts = 0.05 × NI) of the image I (NI denotes
the total pixel number) is combined into the color similar
regions. Similar to the method [8], Weibull parameter are
derived from a histogram of edge responses in x and y-
direction. To describe the contextual texture information,
for each segmented region Ri in the image I, the distance of
region texture distribution is defined as:

C(Rp,q) =
∑
i=p,q

Ni

Np∪q
||γi − γp∪q|| (2)

Where Ni is the pixel number of region Ri, γi is the
peakedness parameter of Weibull distribution of the region
Ri. Based on experiment for larger image database, we
found the parameter γ can be well used to describe contex-
tual texture information. Then a contextual texture consis-
tency for the region Ri is used as following:

ξ(Rp) = 1 −
∑

j∈NR, j�p

C(Rp j) · e−D||Rc
p−Rc

j ||2/2∗σ2

(3)

where Rc
p is the chrominance vector (v2, v3) of homogenous

region. And D||Rc
p − Rc

j || denotes the color similarity of the
region Rp and Rj, σ = 3 is used. An example of the texture
consistency is given in Fig. 2. In Fig. 2 (b), the distance map
of region texture distribution is depicted, each block denotes
the texture similarity between two regions. Figure 2 (c)
shows the texture consistency map, where the texture con-
sistency value of region is obtained as a weighted sum of

Fig. 2 (a) Original image. (b) The distance map of region texture distri-
bution. (c) Texture consistency map.

texture similarity according to (3). As shown in Fig. 2 (c),
texture consistency shows a better prediction of the saliency
of each region. Specially, the smaller a consistency value is,
the high probability the region belongs to the salient region.

2.2 Adaptive Non-linear Intensity Mapping Algorithm

Contrast is one of the major visual feature attractors and can
efficiently guide the attention to the most salient areas of our
visual field. Most of the existing attention models should
take advantage of this visual dimension. Motivated by the
fact, our motivation is that intensity mapping has properties
that intrinsically lead to a different contrast distribution. In
this way, we use a non-linear intensity mapping to achieve a
new intensity-mapped image, which can provide good con-
trast and detail preservation in global texture distinctive ar-
eas while achieve to compress the contrast of the texture
similar areas.

In order to preserve more details and contrast in rich
texture areas and compress luminance in weak texture areas,
we propose an adaptive intensity-mapped method, which
adjusts the intensity value according to each pixel’s contex-
tual texture consistency. This function, here defined as:

ψi =
ĪR + f (Ii)
Ii + f (Ii)

• αIi

f (Ii) = β • Iξ(Ri)
i

(4)

where ψi and Ii denote intensity value for the pixel pi, α and
β are global and local parameters for intensity contrast re-
spectively. The adaptation factor f (Ii) is determined by the
contextual texture consistency. In our method, f (Ii) varies
for each pixel, and it is a local variable given by the contex-
tual texture consistency ε in the homogenous region of one
pixel.

Figure 3 illustrates the function for different values of
adaptation factor f. If f is small, the cell output has increased
sensitivity. If f is large, there is not much change in sensi-
tivity. Therefore, it can provide good contrast and detail
preservation in global texture distinctive areas while achieve
to compress the contrast of the texture similar areas.

Figure 4 shows the example of the adaptive non-linear
intensity mapping, which include the intensity histogram
distribution of original image and three intensity-mapped
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Fig. 3 Function shape with different adaptation factor. For example,
ĪRs = 0.5, f is 0.1, 0.5 and 0.9 respectively.

Fig. 4 An example of the adaptive intensity mapping and the intensity
histogram with different local contrast parameter, from left to right: original
intensity image, β = 0.5, 0.7, 0.9, orderly.

images with different local contrast parameter β (β = 0.5,
0.7, and 0.9), respectively. From the figure, it is clear that
the intensity distribution of the mapped images has a more
distinct peak than the distribution of the original image. And
the lager local contrast parameter β is, the more regions of
texture consistency are suppressed.

3. Experimental Results

We implement the proposed algorithm using MATLAB
6.5 on a PC with 3.0 G Pentium IV CPU and 1 G
memory. To demonstrate the effectiveness of the pro-
pose attention model, we have extensively applied the
method on three image databases: the Corel Dataset,
SIVAL data set (from http://www.cse.wustl.edu/sg/accio),
and the STIMautobahn, STIMCoke database (from
http://ilab.usc.edu/imgdbs/).

Figure 5 shows the intensity map results using our pro-
posed method with different local contrast parameter. It is
observed that our approach works well by intensity map-
ping with large scale of local contrast parameter. And it has
properties that intrinsically lead to a different contrast distri-
bution, where the intensity-mapped image can provide good
contrast and detail preservation in main salient region while
achieve to compress the contrast of the background areas.

For comparison, we also show the results of Itti’s
model (IM). In Fig. 6, the left column (a) contains the orig-

Fig. 5 Some results of intensity-mapping with different local contrast pa-
rameter, from left to right: original image, mapped images with β = 0.5,
0.7, 0.9 orderly.

Fig. 6 Some results of attention analysis by IM and the proposed model.

inal images and the right column includes the extracted
salient maps with (b) IM and (c) our proposed method or-
derly. Because the output of our approach is a salient map,
we convert the salient map to a bounding box containing
95% of the fixation salient points, which determined by the
winner-take-all algorithm [2]. The fourth column (d) is the
salient region extraction using these two method (green rect-
angle indicates the attention region by Itti’s method and red
rectangle is the one by our method), here, the visual salient
region only indicates the fovea of attention.

In the first and second image, the salient map using IM
includes many background regions and salient region can
not correspond to the main object, while our method suc-
cessfully detects the salient objects: the sun in the first im-
age and the man in the second image. Specially, for the sec-
ond image, our method correctly encapsulates most of peo-
ple, while that of IM includes a lager portion of the water re-
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gion. In the third image, the salient object is close to one of
the edges of the image, one drawback of IM is these points
often gather on edges where the change of image feature
is significant. In contrast, our method may discard these ar-
eas with the help of global texture consistency. In the salient
map of butterfly images, there is a clearly separate dominant
object in an image, both attention models focus on finding
the areas where there is significant change with respect to
the image feature. As a result, our approach is robust for
the detection of the visual salient regions in many different
situations. It is noted that, the traditional salient map only
includes the information of attention importance, the larger
the pixel intensity is, and the more likely the pixel attracts
the observer’s attention. While the salient map based on our
method has more detail information, the intensity contrast
for the salient object can be preserved well.

4. Conclusion

This paper presents a novel salient region algorithm based
on non-linear adaptive intensity mapping. In particular, con-
textual texture feature is extracted to describe spatial consis-
tency of a region globally, which guarantees a better pre-
diction of the saliency of each region. Then, non-linear
adaptive intensity mapping is presented based on globally
contextual texture information, which provides an efficient
way of constructing a unique salient map. In our model, the
generation of the saliency map may simulate the human’s
behavior of glancing at the picture. It would be possible to
improve its performances by multi-scale global information.
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