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PAPER

Adaptive Depth-Map Coding for 3D-Video

Kyung-Yong KIM†, Gwang-Hoon PARK†a), and Doug-Young SUH†, Members

SUMMARY This paper proposes an efficient adaptive depth-map cod-
ing scheme for generating virtual-view images in 3D-video. Virtual-view
images can be generated by view-interpolation based on the decoded depth-
map of the image. The proposed depth-map coding scheme is designed to
have a new gray-coding-based bit-plane coding method for efficiently cod-
ing the depth-map images on the object-boundary areas, as well as the con-
ventional DCT-based coding scheme (H.264/AVC) for efficiently coding
the inside area images of the objects or the background depth-map images.
Simulation results show that the proposed coding scheme, in comparison
with the H.264/AVC coding scheme, improves the BD-rate savings 6.77 %–
10.28 % and the BD-PSNR gains 0.42 dB–0.68 dB. It also improves the
subjective picture quality of synthesized virtual-view images using decoded
depth-maps.
key words: 3D-video coding, depth-map coding, free view-point TV

1. Introduction

Use of high-definition broadcast service above the HD-
level has recently spread widely, aided by rapid progress
in multimedia processing technology. Furthermore, there
is increasing interest in 3D-TV broadcasting using 3D con-
tents to provide increased realism. 3D-TV broadcasting
is expected to gain even greater attention in the next-
generation broadcasting service market. The Joint Video
Team (JVT) of MPEG (ISO/IEC/JTC1/SC29/WG11) and
VCEG (ITU-T/SG16/Q.6) completed the Multi-view Video
Coding (H.264/AVC Amendment 4 MVC) standards for ef-
ficient video compression of multi-viewed video inputs from
more than two cameras [1]. Moreover, MPEG is now plan-
ning to introduce its 3D-Video standard [2]. 3D-Video will
be a standard that supports various user-produced virtual-
view images. Virtual-view images can be infinitely gener-
ated by view-interpolation using a depth-map that is the dis-
tance between the camera and the real-world object. There-
fore, 3D-Video can save the storage capacity since it only
needs to transfer a few real-view image data and their depth-
map. The experts in 3D-Video at MPEG are currently con-
centrating their research on a method to generate depth-
maps, as well as a method to generate virtual-view im-
ages using depth-maps. They will eventually concentrate on
an efficient depth-map coding scheme, since there are cur-
rently no depth-map-related coding standards. Depth-maps
should be compressed with real-view image inputs, and then
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transmitted through the transmission media or stored. The
best existing depth-map compression scheme uses the DCT-
based coding method designed for as-is natural images, for
example, the H.264/AVC video coding scheme [3]. How-
ever, this method does not consider the image characteristics
of depth-maps. Research into efficient compression meth-
ods that consider depth-map characteristics is needed, since
the subjective quality of the synthesized virtual-view image
depends upon the accuracy of the depth-map.

This paper is configured as follows: Sect. 2 points out
the problem created by applying DCT-based coding to com-
pressing depth-maps used in 3D-Video. In Sect. 3, the im-
age characteristics of the depth-maps are analyzed in bit
plane-by-bit plane fashion. Then an adaptive depth-map
coding scheme is proposed. Section 4 shows the coding
performance of the proposed method in comparison with
existing state-of-the-art DCT-based coding schemes such as
H.264/AVC. Section 5 concludes this paper.

2. Depth-Map Coding

A depth-map used in 3D-Video is defined as the expression
of the corresponding pixel’s depth information in a certain
number of bits, using the same resolution with the distance
between the camera and the real-world object.

An example depth-map in Fig. 1 shows the Ballet
image—an MVC test sequence, and its depth-map. The ac-
tual depth-map in Fig. 1 is the depth information expressed
in 8-bit data that corresponds to each pixel. The closer to
the camera a pixel is, the bigger (brighter) the value is, and
vice versa.

Since a depth-map image is an expression of the dis-
tance between the camera and the actual object, unlike a
natural-image, its characteristics are so smooth in both inner
parts of the objects and background, together with the cliff-

Fig. 1 Real-image and its depth-map in Ballet sequence.
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like edges on object-boundaries as shown in Fig. 2. More-
over, every bit-plane image looks simple when the depth-
map images are separated into several bit planes.

At present, a DCT (Discrete Cosine Transform)-based
coding scheme, such as H.264/AVC, is generally used as a
depth-map coding method [4]. An international standard for
depth-map coding methods has not yet been defined. Only a
coding standard for the depth-map related parameters (front

Fig. 2 3-D graph represented with each pixel-level of the natural-image
and its depth-map in Fig. 1: (a) natural-image, (b) depth-map.

Fig. 3 Comparison of original and decoded depth-maps in Ballet se-
quence.

and rear-side object position information in the picture) ex-
ists in the MPEG-C Part-3 [5]. This parameter is needed in
rendering virtual images using depth-maps.

A DCT-based coding scheme is effective when there
are high spatial correlations among the neighboring pixels,
but it is not effective for an image with big changes be-
tween the neighboring pixels, such as in the object-boundary
area (cliff-like edges in Fig. 2 (b)). In particular, when DCT-
based coding is carried out in a low bit-rate environment,
it is difficult to express the object-boundary area accurately
due to loss, through quantization, of high frequency com-
ponents. This causes smudged images as shown in Fig. 3.
Figure 3 (a) shows a part of the original depth-map in Bal-
let sequence (1024 × 768, 15 Hz). Figure 3 (b) shows part
of a decoded image compressed by the H.264/AVC cod-
ing scheme (with a quantization parameter of 37 for the
original depth-map). As seen in Fig. 3 (b), it is confirmed
that the images from the decoded depth-map are smudged
at the object-boundary area. As mentioned before, DCT-
based coding (frequency-domain approach) may produce far
amount of bitstreams in order to reconstruct the cliff-like
object-boundaries (due to high frequency components), thus
follows by obtaining somewhat less coding efficiencies. To
improve coding efficiency, this paper introduces an bit-plane
based coding method (pixel-domain approach) especially
for the object-boundaries of depth-map, and then proposes a
combined depth-map coding scheme that can select proper
coding method between pixel- and frequency-domain cod-
ing approaches that is appropriate to the image character-
istics of the depth-map. Gray-coding is applied as a some
sort of preprocessing in case the pixel-domain approach is
carried out.

3. Proposed Depth-Map Coding Scheme

Figure 4 shows bit-plane level image characteristics of
depth-map, especially on the object-boundary areas. Left
binary images are based on natural binary codes (NBC) and
the right images are based on gray-coded images between
succeeding bit-plane images.

Gray coding is a particular case of reflected codes. The
property of gray-code is that a transition, from a value gM

to gM−1 or to gM+1, needs only one bit to be changed. With
gray-code representation, many of the bits of a given bit-
plane are identical and the data compression techniques can
be efficient in the nearly uniform regions [6].

Depth-maps, especially created by segmentation-based
depth-map generation schemes [7], mostly have many
smooth regions with slow pixel value evolutions and also
cliff-like edges on the object-boundaries as shown in Fig. 4.
In the segmentation-based depth-map generation scheme,
each image is independently segmented, and then an initial
disparity for each segment is computed and smoothed using
the value of neighboring segments. The smoothing is only
performed if the difference of the disparity in the neighbor-
ing segments is small. Therefore, there are sharp changes in
the object-boundaries of the depth-map [7].
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Fig. 4 Image characteristics of depth-map: Left binary images is based
on natural binary codes (NBC). Right binary images are gray coded images
between succeeding bit-planes.

Based on the binary image of each bit plane of depth-
map, one can easily see the frequent occurrences of com-
pletely consistent or reversely consistent image character-
istics between bit-plane images. Therefore, binary images
can be simplified after the gray coding is applied between
bit-planes as shown in Fig. 4. For example, the left images
marked as A (NBCMSB) and B (NBCMSB-1) are completely-
reversed, thus the gray-coded image C (Gray-codedMSB-1)
becomes all 255 (or 1). And also for the binary images of D
(NBCMSB-2) and E (NBCMSB-3), the gray-coded image of F
(Gray-codedMSB-3) becomes very simplified, and so on.

To use the observed depth-map characteristics to im-
prove the coding efficiency, a gray-coding based bit-plane
coding method is proposed in this paper.

The contents in the solid rectangle marked (A) in Fig. 5
is a partial depth-map example of the Breakdancers se-
quence that belongs to each bit plane after the macroblock
(16× 16 pixels) of an object-boundary area is separated into
several bit planes. As shown in Fig. 5, each block infor-
mation of the depth-map are converted into the gray codes
in case the bit-plane based coding is carried out. When
gray coding is applied to the depth-map block of the object-
boundary area, the current bit plane’s image becomes all
zeroes (0) in case the current bit plane’s image is com-
pletely consistent with the binary image of the previous bit-
plane. Furthermore, the current bit plane’s image becomes
all 255 (or 1) when the current bit plane’s image is com-
pletely reverse-consistent with the image of the previous bit
plane.

Proposed bit-plane based coding method for object-
boundary area can be carried out in the following basic

Fig. 5 Bit-plane analysis of the depth-map in the object boundary block
of Breakdancers sequence (A), and proposed bit plane-based coding
method for object boundaries (B).

steps, as shown in the block diagram surrounded by the solid
rectangle (marked (B) in Fig. 5). Detailed coding method
will be explained later.

Step 1. Each depth-map pixel is gray-coded. In
Eq. (1), converting the binary representation of the
pixel values in a N-bit depth-map block, i.e.,
(aN−1, . . . a2, a1, a0)2, into the gray code representa-
tion (gN−1, . . . g2, g1, g0)2 is expressed [8].

Step 2. 8-bit depth-map is divided into 8 bit planes on a
block basis.

Step 3. Each block of the divided bit planes is repeatedly
input to the stage of Bit-plane Coding in the order
of MSB, MSB-1, . . . , LSB bit planes. Then the bit-
stream is finally produced after the coding process
is applied. The binary-shape coding scheme of the
MPEG-4 Part-2 Visual (ISO/IEC 14496-2) [9] is used
as the basis for bit-plane encoding. Entropy coding
can be performed by CAE (Context-based Arithmetic
Encoding) [10], [11] or the CABAC (Context-Based
Adaptive Binary Arithmetic Coding) [12].

Step 3-1. If all of the binary image values within the block
are the same, proceed to Step 3-2, otherwise proceed
to Step 3-3.

Step 3-2. Encoding is only carried out for the mode infor-
mation, whether the binary image value in the block
is all 0(0) or all 255(1).

Step 3-3. Binary coding is performed to produce the bit-
stream of each bit-plane using the CAE-based or
CABAC-based entropy codings.
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gi = ai ⊕ ai+1 0 ≤ i ≤ N − 2

gN−1 = aN−1 (1)

For the object-boundary regions, bit-plane coding method
after applying gray coding to the depth-map indicates a
higher coding efficiency than that of the DCT-based coding
scheme.

On the other hand, the DCT-based coding scheme has
higher compression efficiency within the object or at the
background area. Therefore, this paper also proposes an
adaptive depth-map coding scheme to provide relatively
higher compression efficiency, compared to the existing
DCT-based coding scheme (H.264/AVC). It thus can pro-
duce superior subjective picture quality by using both a
bit-plane coding scheme in the object-boundary area and a
DCT-based coding scheme either within the object or for the
background area. The proposed depth-map coding scheme
uses the following two methods to improve compression ef-
ficiency.

(1) A gray-coding-based bit-plane coding method that can
utilize the completely consistent or completely reverse-
consistent characteristics between the bit-plane data,
especially observed in the object-boundary area.

(2) Adaptive selection between a bit-plane coding method
for the data at the object boundary and a DCT-based
coding method for depth-map data inside the object or
for the background.

The encoder block diagram of the proposed coding
scheme is illustrated in Fig. 6. As indicated in Fig. 6,
encoding is performed on a certain block size (a 16 ×

Fig. 6 Encoder structure of the proposed coding scheme.

16 macroblock unit) by separating the input depth-map. For
each input block, the best coding mode is selected: either
the bit-plane coding mode or the DCT-based coding mode,
based on the rate-distortion (RD) cost. Then each block is
encoded and transmitted to the decoder with that selected
mode’s information. The proposed mode selection is illus-
trated in Fig. 7.

Two cost values are calculated: CostA (coding costs
using H.264/AVC DCT-based coding) and CostB (coding
costs using gray-coding-based bit-plane coding). Then,
the mode that produces lower cost is selected. The RD-
optimization technique that is being used in H.264/AVC ref-
erence encoder software applied to calculate each cost [13].
For the DCT-based coding, the proposed scheme uses the
H.264/AVC encoder, as shown in the dotted box ‘A’ in
Fig. 6. The H.264/AVC video codec performs encoding in
either intra mode or inter mode as follows.

(1) The predicted-block in intra mode is generated for
the current block through spatial prediction using
the already-coded neighboring blocks. For the inter
mode, the predicted block is generated by finding the
area best matched with the current block from the ref-
erence image by performing motion estimation (ME)
and motion compensation (MC) processes.

(2) The residual block is generated by calculating the dif-
ferences between the current and predicted blocks.

(3) Residual-block coding is performed in the following
order: transform, quantization, and entropy coding.

(4) Since H.264/AVC performs inter-frame predictive
coding, the current encoded block needs to be de-
coded and stored as a reference-block image for en-
coding future image input. Therefore, the quantized
block coefficients are transformed into a residual-
block image through the inverse quantization and in-
verse transform processes. This residual-block im-
age is added to the predicted block to generate a

Fig. 7 Proposed method for mode selection.
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reconstructed-block image.
(5) The reconstructed-block image is used as the

reference-block image for DCT-based or bit plane-
based encoding.

For the bit plane-based encoding (see dotted box ‘B’ in
Fig. 6), the proposed coding scheme uses the encoding struc-
ture shown in Fig. 8. The detailed procedure is explained as
follows.

(1) The pixels in each depth-map block are gray-coded.
(2) The gray-coded N-bit depth-map is divided into N bit

planes on a block basis. N is usually 8.
(3) The rate control process decides the number of bit

planes to be encoded according to the quantization
parameters (QP) to obtain the desired bit rates, as
shown in Fig. 9. If the QP value is less than or equal
to 22, the upper 7 bit planes, such as MSB, MSB-1,
. . . , MSB-6, are encoded. If the QP value is between
23 and 32, the upper 6 bit planes from MSB to MSB-
5 can be encoded. If the QP value is above than 32,
only 5 bit planes can be encoded to obtain desired bit-
rates. The QP parameters of the proposed method
are the same values that used in the H.264/AVC cod-
ing scheme. For more sensitive rate control, down-
sampling based control may be carried out as used in
MPEG-4 Part 2 Visual shape coding scheme [9] for
each bit-plane. However it may also introduce more

Fig. 8 Encoding structure of the gray-coding-based bit-plane coding
method.

Fig. 9 Bit-rate control according to the quantization parameters.

computational complexities in encoding and decod-
ing processes.

(4) Repetitive bit plane-basis coding, from the MSB bit
plane until the bit plane that the rate control process
decided, is carried out. The reference bit plane for
prediction of current input bit plane is selected using
the same level of the bit plane as the bit planes of the
gray-coded reference depth-map image.

(5) The binary-shape coding scheme of the MPEG-4
Part-2 Visual (ISO/IEC 14496-2) [9], [10] is used as
the basis for bit-plane encoding. Entropy coding can
be performed by the CAE or CABAC. Only the mode
information is encoded when all binary image values
in the bit-plane block are the same, as shown in Fig. 5.
If the binary values in the bit-plane block are not the
same, CAE or CABAC are carried out to encode the
gray-coded binary data.

As shown in Fig. 6, the proposed coding scheme uses
inter-frame predictive coding. Therefore, the current en-
coded depth-map data has to be decoded and then stored
as the reference depth-map image for future encoding.

For bit plane-based decoding, shown in the dotted box
C in Fig. 6, the proposed coding scheme uses the decoding
structure shown in Fig. 10. The procedure is explained in
detail below.

(1) Bit-plane decoding is repetitively carried out for the
number of encoded bit planes (the number m should
be encoded and then transmitted to the decoder side)
to produce the decoded depth-map image. The refer-
ence bit plane for the prediction of the current input
bit plane is selected using the same bit-plane level
as that of the bit planes of the gray-coded reference
depth-map image. The binary shape coding scheme
of the MPEG-4 Part-2 Visual [9], [10] is used for bit-
plane decoding.

(2) The depth-map image is produced by combining ‘m’
bit-plane images.

(3) By using the inverse gray coding, the gray-coded
depth-map image is restored back to the orig-
inal depth-map type. In Eq. (2), reconverting
the gray code representation of m-bit pixels, i.e.,
(gN−1, . . . g2, g1, g0)2 into the binary representation
(aN−1, . . . a2, a1, a0)2, is expressed. The N-bit depth-

Fig. 10 Decoding structure of the gray-coding-based bit-plane coding.
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Fig. 11 Decoder structure of the proposed coding scheme.

map is finally reconstructed by applying all 0’s from
the remaining MSB + m bit planes, down to the LSB
bit plane (m < N).

(4) The reconstructed depth-map is used as the reference
image for DCT-based or bit plane-based coding.

aN−1 = gN−1

ai = ai+1 ⊕ gi 0 ≤ i ≤ N − 2 (2)

The decoding structure of the proposed depth-map cod-
ing scheme is illustrated in Fig. 11. The de-multiplexer re-
ceives the transmitted bitstream from the encoder, decodes
the coding information, and distributes the bitstream accord-
ing to the corresponding coding mode. Bit plane-based de-
coding, as shown in Fig. 10, is also carried out, in case the
bit-plane decoding mode, as shown in the dotted box A in
Fig. 11, is selected. When the DCT-based decoding mode,
as shown in the dotted box B in Fig. 11, is selected, a recon-
structed depth-map image is produced from the input bit-
stream using the H.264/AVC decoding scheme.

4. Simulation Results

The proposed depth-map coding scheme has been created by
modifying and combining of both H.264/AVC joint-model
reference software (JM 13.2) [14] and the shape-coding part
of the ISO/IEC 14496 (MPEG-4) Microsoft-FDAM1-2.3-
001213 reference software [15]. Two different coding struc-
tures have been implemented for proposed depth-map cod-
ing scheme, as follows.

(1) CAVLC-based proposed scheme: DCT-based coding

uses the H.264/AVC with CAVLC, and the bit-plane
coding uses the CAE as the entropy coding.

(2) CABAC-based proposed scheme: DCT-based coding
uses the H.264/AVC with CABAC and the bit-plane
coding also uses the CABAC as the entropy coding.

Encoding is performed on a certain block size (a 16 ×
16 macroblock unit) by separating the input depth-map. For
each input block, the best coding mode is selected: either
the bit-plane coding mode or the DCT-based coding mode,
based on the rate-distortion (RD) cost. Then each block is
encoded and transmitted to the decoder with that mode in-
formation (1 bits).

In the CAE-based bit-plane coding process, the cod-
ing mode (all 0(0) mode, all 255(1) mode, CAE mode) for
each bit-plane block is encoded and transmitted to the de-
coder. The mode information of each bit-plane block is
highly correlated due to the characteristics of depth-map.
Therefore, mode information of the current bit-plane block
is predictively-coded, based on previously encoded neigh-
boring mode information using variable length code (VLC).
For the CAE coding mode, the directional information that
produce less amount of bitstreams is selected after perform-
ing CAE’s in both horizontal and vertical directions, and
then transmitted to the decoder.

In the CABAC-based bit-plane coding process, all of
the coding information of the proposed bit-plane coding also
have to be coded using the CABAC. If a coding mode of
each bit-plane block is predicted through the coding modes
of previously encoded neighboring bit-plane blocks, a flag-
bit for correct prediction is transmitted to the decoder. Oth-
erwise, encoding for mode information is carried out. Each
binary pixel is encoded in raster scan order, based on its con-
text. Context is constructed by using 3 neighboring pixels
that have been previously encoded.

Test video sequences used in this simulation are the
3D-video sequences that are widely used in the JVT MVC
and the MPEG 3D-Video standardizations. The depth-maps
(hereafter referred to here as “Breakdancers” and “Ballet”)
provided by Microsoft are also shown in Fig. 12. The coding
performance of the proposed scheme is compared with the
H.264/AVC video coding scheme (anchor coding scheme).
Table 1 gives details of the test conditions for performance
measurement.

Figures 13 and 14 show the comparisons of RD-curves
that produced by proposed and anchor coding schemes that
use the CAVLC for entropy coding in H.264/AVC and the
CAE for entropy coding in bit-plane coding for both Break-
dancers and Ballet depth-map (view #0) sequences, respec-
tively.

Figures 15 and 16 also show the comparisons of
RD-curves that produced by proposed and anchor coding
schemes that use the CABAC’s for all of the entropy cod-
ings for both Breakdancers and Ballet depth-map (view #0)
sequences, respectively.

For the Breakdancers test sequence, simulation results
are as follows. As shown in Table 2 and Fig. 13, it was
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Fig. 12 Test of 3D-video sequences and their depth-maps.

Table 1 Test conditions.

Fig. 13 Comparison of RD-curves that produced by proposed and anchor
coding schemes that use the CAVLC for entropy coding in H.264/AVC and
the CAE for entropy coding in bit-plane coding for Breakdancers depth-
map (view #0) sequence.

confirmed that the coding efficiency of the proposed cod-
ing scheme (H.264/AVC: CAVLC, Bit-plane Coding: CAE)
is sufficiently superior to that of H.264/AVC (CAVLC) by
being about 0.64 dB higher in average BD-PSNR [16], and
also by being 9.26 % higher in average BD-rate savings [16].
And as shown in Table 3, and Fig. 15, it was confirmed that
the coding efficiency of the proposed scheme (H.264/AVC,
Bit-plane Coding: CABAC) is sufficiently superior to that
of H.264/AVC (CABAC) by being about 0.54 dB higher in
BD-PSNR, and also by being 8.92 % higher in BD-rate sav-
ings.

Fig. 14 Comparison of RD-curves that produced by proposed and anchor
coding schemes that that use the CAVLC for entropy coding in H.264/AVC
and the CAE for entropy coding in bit-plane coding for Ballet depth-map
(view #0) sequence.

Fig. 15 Comparison of RD-curves that produced by proposed and anchor
coding schemes that use the CABAC’s for all of the entropy codings for
Breakdancers depth-map (view #0) sequence.

Fig. 16 Comparison of RD-curves that produced by proposed and anchor
coding schemes that use the CABAC’s for all of the entropy codings for
Ballet depth-map (view #0) sequence.

For the Ballet test sequence, simulation results are
as follows. As shown in Table 2, and Fig. 14, both
the performance gain in the BD-PSNR and the bit-rate
savings in the BD-rates of the proposed coding scheme
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(H.264/AVC: CAVLC, Bit-plane Coding: CAE) were about
0.68 dB and 10.28 % higher, respectively, in comparison
with the anchor scheme (CAVLC). As shown in Table 3,
and Fig. 16, both the performance gain in the BD-PSNR
and the bit-rate savings in the BD-rates of the proposed cod-
ing scheme (H.264/AVC, Bit-plane Coding: CABAC) were
about 0.42 dB and 6.77 % higher, respectively, in compari-
son with the anchor coding scheme (CABAC).

The BD-PSNR’s and the BD-rates have been computed
using the simulation result with four quantization parame-
ters such as 37, 32, 27, and 22, except 42.

Figure 17 shows the coding mode distributions for
tested depth-maps. Dark-gray colored block represents the
bit-plane coding is carried out, and also the gray-colored
block represents the DCT-based coding is carried out in des-
ignated block. As we can easily see, the bit-plane based
coding method (pixel-domain approach) is properly used es-
pecially for the object-boundaries of depth-map, and also
the DCT-based coding method is used for both background
and the inner parts of objects. Therefore, it can be recog-
nized that the purpose of our coding scheme is well accom-
plished in order to improve the coding efficiencies of the
depth-maps.

As mentioned before, virtual-view images can be in-
finitely generated by the view-interpolation method using
depth-maps. Its comparison of the subjective picture qual-
ities of the synthesized virtual-view images is explained as
follows. In the simulation, virtual-view images were created

Table 2 Coding efficiency comparisons between CAVLC/CAE-based
proposed coding scheme and the CAVLC-based anchor.

Table 3 Coding efficiency comparisons between CABAC-based pro-
posed coding scheme and the CABAC-based anchor.

by the View Synthesis Reference Software (VSRS 2.0) us-
ing decoded depth-maps that are currently being developed
for MPEG 3D-Video [17], [18]. Virtual-view images can be
created by 3D warping technique [17] using the neighbor-
ing actual-view images and their depth-maps. For example,
the virtual-view image for view #1, which is corresponding
to the actual-view image captured by camera #1, can be cre-
ated by using the neighboring natural-images of view #0 and
view #2 and also their two depth-maps for view #0 and view
#2.

Table 4 shows the PSNR result of the synthesized
virtual-view image (view #1) that is generated by using two
uncompressed depth-maps and also two uncompressed nat-

Fig. 17 Coding mode distributions for tested depth-maps: dark-gray
colored block represents the bit-plane coding is carried out, and also the
gray-colored block represents the DCT-based coding is carried out in des-
ignated block.

Table 4 PSNR of the synthesized virtual-view image (view #1) gener-
ated by using two uncompressed depth-maps and two uncompressed natu-
ral images of both view #0 and view #2.
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ural images of both view #0 and view #2.
Tables 5 and 6 show the PSNR results of the synthe-

sized virtual-view image (view #1) generated by using two
uncompressed natural images and two compressed depth-
maps of both view #0 and view #2. Table 5 shows the perfor-
mance comparisons of proposed CAVLC/CAE-based cod-
ing schemes with its corresponding anchor, and Table 6 also
shows the performance comparisons of two CABAC-based
coding schemes.

The PSNR results of the synthesized virtual-view im-
ages (view #1), which are created by using the decoded
depth-maps with the anchor and proposed coding schemes,
are almost the same as shown in Tables 5 and 6. How-
ever, it can be easily found that the proposed coding scheme
improves the subjective picture qualities of the synthesized
virtual-view images than the anchor scheme as follows.

Figure 18 shows the comparisons of the subjective pic-
ture qualities of the reconstructed depth-maps (left-hand
pair) and their synthesized virtual-view images (right-hand
pair) in the Ballet sequence. As can be easily discerned
from Fig. 18, the proposed coding scheme is far better than
the anchor coding scheme in terms of subjective picture
quality comparisons, as explained below. Figure 18 (a)
shows the original depth-map and its synthesized virtual-
view image, which was created by using the original depth-
map. As shown in the left-hand pair of images (within
Fig. 18 (b)), one can easily see the severe image degrada-
tions on the decoded depth-map generated by the anchor
scheme (H.264/AVC) at a low bitrate, due to the smudges
at the object boundary. Therefore, the synthesized virtual-
view images created by that decoded depth-map are also
widely distorted at the object boundary, as shown in the
right-hand pair of images (within Fig. 18 (b)). On the other
hand, the decoded depth-map using the proposed coding
scheme at a low bitrate, as shown in the left pair images

Table 5 Performance comparisons of CAVLC/CAE-based coding
schemes.

Table 6 Performance comparisons of CABAC-based coding schemes.

Fig. 18 Comparison of subjective picture quality of the reconstructed
depth-maps (left-hand pair) and their synthesized view images (right-hand
pair) in Ballet sequence.
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(within Fig. 18 (c)), has clear object boundaries. Thus, the
object boundaries of the synthesized virtual-view image are
much improved, as shown in the right-hand pair of images
(within Fig. 18 (c)).

As shown in left-hand pair of images (within Fig. 18 (d)
and (f)), the decoded depth-maps using the anchor scheme at
both mid and high bitrates have almost-clear object bound-
aries. However, there still exist smudges in those areas,
which create subjective degradations in the object-boundary
regions of the synthesized virtual-view images, as shown in
the right-hand pair of images (within Fig. 18 (d) and (f)).

On the other hand, decoded depth-maps using the pro-
posed coding scheme at both mid and high bitrates, as shown
in the left-hand pair of images within both Fig. 18 (e) and
(g), have clear object boundaries. Thus, the subjective qual-
ity of synthesized virtual-view images is significantly im-
proved, in comparison with those produced by the anchor
scheme, as shown in the right-hand pair of images within
both Fig. 18 (e) and (g).

5. Conclusions

In this paper, we have proposed an efficient depth-map cod-
ing scheme to generate numerous virtual-view images of
3D-video. Differing from the general real images, the depth-
map has specific image characteristics, so that the bit-plane
images are frequently completely consistent or completely
reverse-consistent for every single bit in the area of the ob-
ject’s boundaries. Therefore, our adaptive depth-map cod-
ing scheme is a combination of methods. One of these
is the gray-coding-based bit-plane coding scheme, which
can utilize the completely consistent or completely reverse-
consistent characteristics between the bit-plane data. The
other method is to adaptively select between the bit-plane
coding method for data at the object boundary and the DCT-
based coding method (H.264/AVC) for depth-map data in-
side the object or from the background. Simulation results
showed that the BD-PSNR’s of the proposed coding scheme
were improved by 0.42 dB–0.68 dB, and that its bit-rate
savings, measured by BD-rates, were reduced by 6.77%–
10.28%, in comparison with the H.264/AVC coding scheme.
Our proposed coding scheme was confirmed to have excel-
lent coding efficiency. Moreover, it was also confirmed that
using a decoded depth-map to synthesize a virtual-view im-
age produces excellent subjective picture quality.
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