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SUMMARY  Since scan testing is not based on the function of the cir-
cuit, but rather the structure, it is considered to be both a form of over
testing and under testing. Moreover, it is important to test VLSIs using
the given function. Since the functional specifications are described explic-
itly in the FSMs, high test quality is expected by performing logical fault
testing and timing fault testing. This paper proposes a fault-dependent test
generation method to detect specified fault models completely and to in-
crease defect coverage as much as possible under the test length constraint.
We present experimental results for MCNC’91 benchmark circuits to eval-
uate bridging fault coverage, transition fault coverage, and statistical delay
quality level and to show the effectiveness of the proposed test generation
method compared with a stuck-at fault-dependent test generation method.
key words: state-observable FSMs, logical fault testing, timing fault test-
ing, fault sensitization coverage, n-detection

1. Introduction

In recent years, very large scale integrated circuit (VLSI)
testing has become increasingly important because of the
rapidly increasing number of gates on VLSIs and the grow-
ing complexity of VLSIs due to advances in semiconduc-
tor technology. Currently, scan testing for the stuck-at fault
model [1], [2] is one of the most popular test methods for
VLSIs. However, it has been reported that scan testing for
the stuck-at fault model may not detect defective VLSIs [3],
and that delay testing and at-speed functional testing can ef-
fectively improve test quality [4]. Scan testing is based on
the structure of the circuit rather than its function and the test
pattern can be generated with this method. During scan test-
ing, the states of the circuits are turned into invalid states [S]
by the shift operation during the testing in order to detect
faults. Invalid states occur when test patterns contain values
for the state register that cannot be stored as state transitions
after the reset state. Due to this, scan testing is considered
as form of over testing, hence, yield loss of VLSIs may oc-
cur. Moreover, this testing method detects faults through
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the process of shifting-in test vectors, operating on normal
mode for the combinational circuit part, and shifting-out.
Thus, faults are not detected by performing sequential oper-
ations of the circuits. With this, scan testing is also consid-
ered as a form of under testing. Therefore, the test quality
deteriorates and outflow of defective VLSIs into the market
may occur.

VLSI design methodologies using hardware descrip-
tion languages have been adopted to reduce VLSI design
time. VLSIs are designed at the Register Transfer Level
(RTL), and RTL circuits consist of a data path part and
a controller part. The data path contains hardware element
(e.g., registers, multiplexers, and operational modules) and
signal lines. The controller, on the other hand, is represented
by a finite state machine (FSM). The controller and the data
path are interconnected by internal signals: control signals
and status signals. A non-scan-based Design For Testabil-
ity (DFT) method of the data path part is proposed in [6],
whereas a non-scan-based DFT method for the controller
part is proposed in [5]. At-speed testing is possible and test
patterns for a stuck-at fault model are completely generated
using non-scan-based DFT methods. In [5], [6], both control
signals from the controller and status signals from the data
path were assumed to be directly controllable from primary
inputs and observable at primary outputs. As mentioned
above, if at-speed functional testing and/or delay testing are
applied to VLSIs with a non-scan-based DFT, the test qual-
ity can be further improved. As for the FSM, which is the
controller part of an RTL circuit, the circuit specification is
described explicitly. Thus, high test quality is expected by
performing a logical fault testing and a timing fault testing
under the constraints of the circuit specifications.

In consideration of these tests, a fault-independent one-
pattern test generation method and a fault-independent two-
pattern test generation method that enable complete logical
fault testing and timing fault testing have been proposed [7],
[8]. However, when the number of state transitions in-
creases, the test length drastically increases. It is necessary
to detect a specified fault model (e.g. stuck-at fault) com-
pletely and to detect main fault models such as bridging
fault, transition fault, and path delay fault as much as pos-
sible for state-observable FSMs. An n-detection test gen-
eration method (FSOD) used to increase the fault sensiti-
zation coverage [9] comparatively detected many bridging
faults and transition faults.
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This paper proposes a fault-dependent test generation
method to detect specified fault models completely and to
increase defect coverage as much as possible under test
length constraint. This paper also proposes weighted state
transition coverage as a measure of test quality.

This paper is organized as follows. In Sect. 2, the defi-
nition of state-observable FSMs is given. In Sect. 3, the de-
tection conditions of main fault models and an n-detection
test generation method to increase defect coverage are de-
scribed. In Sect. 4, a fault-dependent test generation method
for state-observable FSMs is proposed, and experimental re-
sults for MCNC’91 FSM benchmarks [10] with many state
transitions are discussed in Sect.5. Finally, Sect.6 con-
cludes the paper and discusses future research possibilities.

2. State-Observable FSMs

Definition 1 (State-observable FSMs):

When an initial state can be identified by observing an
output sequence without being dependent on the input se-
quence, the FSM is said to be state-observable. More
specifically, when an initial state can be identified by ob-
serving an output sequence of length k, the FSM is said to
be k state-observable.

Figure 1 shows an example of an FSM. In this fig-
ure, STO through ST5 and TO through T11 show the states
and the input values, respectively, of the state transitions
(the value of each primary input {0, 1, X}, where X denotes
don’t care). DFT transforms an FSM to a one-state observ-
able FSM by making the outputs of the status registers in
the FSM observable. In this paper, a one-state observable
FSM is hereinafter referred to simply as a state observable
FSM. A synchronous sequential circuit is synthesized from
the FSM by logic synthesis. Figure 2 shows the logic cir-
cuit model that corresponds to the FSM after logic synthesis.
Since the pseudo primary inputs (PPI), which are the outputs
of the status registers, are observable in this figure, the PPIs
connect with the primary output. Thus, multiplexers are
added on the PPI and are connected to the primary outputs
of the data path in order to reduce the overhead of primary
output pins [11]. Here, PI, PO, SR, PPI, PPO, and R denote
the primary inputs, primary outputs, status registers, pseudo
primary inputs (outputs of the status registers), pseudo pri-
mary outputs (inputs of the status registers), and a reset in-
put, respectively.

In testing state-observable FSMs, the PI value is ap-
plied to a state-observable FSM, the resulting PO values are
observed, the state is then transferred from the current state
to the next state, and the resulting PPI values are observed.
A series of these procedures is referred to as a test for state-
observable FSMs.

Example 1: In Fig. 1, TO is applied to state STO on the state-
observable FSM and the state is transferred from STO to
ST1. TI is then applied, and the state is transferred from
ST1 to ST2. Next, the test for the state-observable FSM
is explained in detail. R is activated and the values of the
status registers are initialized to STO in the first cycle. In
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Fig.1 Example of an FSM. (six states)
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Fig.2  Logic model for a state-observable FSM.

the second cycle, TO is applied and the values of the POs
for (PI, PPI) = (TO, STO) are observed just before the rising
edge of the clock. Here, (PI, PPI) indicates that the value of
PI is applied to the PPI value (state) for the state-observable
FSM. Moreover, the PPI value is observed after the rising
edge of the clock. Thus, it is verified that the state is suc-
cessfully transferred from STO to ST1. In the third cycle,
T1 is applied and the PO values for (PI, PPI) = (T1,ST1),
which are observed just before the rising edge of the clock.
The resulting PPI value is observed after the rising edge of
the clock. Thus, it is verified that the state is successfully
transferred from ST1 to ST2.

The FSM has both a completely specified FSM [14],
in which the next state and the output are specified for all
of the inputs of each state, and an incompletely specified
FSM[11], in which the next state and the output are not
specified for all of the inputs of each state. In this paper,
state transitions in the incompletely specified FSMs that are
not specified are assumed to be the same as either of the
state transitions that are specified.

3. Detection Conditions for Each Fault Model

First, an n-detection test generation method to increase fault
sensitization coverage [9] is explained. Next, detection con-
ditions for the main fault models such as bridging faults [2],
and transition faults [4] are described.
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3.1 An n-Detection Test Generation Method to Increase
Fault Sensitization Coverage

Definition 2 (Fault Sensitization Coverage):

Fault sensitization coverage for fault f is defined as the ratio
of the number of signal lines sensitized by test set T to the
number of all signal lines that are reachable from f. Here,
sensitized signal lines for f are lines on the fault propagation
path at the time that f is detected. Fault sensitization cover-
age for the whole circuit is expressed by the average value of
fault sensitization coverage for all faults. The equations to
solve fault sensitization coverage for f and the whole circuit
are expressed as follows.

o senf: Fault sensitization coverage for fault f
Number of sensitized signal lines

{Number of the signal lines}
which are reachable from f

Senf = x 100 (1)

e SEN: Fault sensitization coverage for the whole circuit

Z senf

EN = —————
S Number of faults

2

An n-detection test generation method to increase fault
sensitization coverage, FSOD, can be used for stuck-at
faults to increase fault sensitization coverage based on the
following strategies.

(1) For each fault, FSOD generates n test patterns that sen-
sitize different fault propagation paths and detect faults.

(2) FSOD selects a D-frontier [1], [2] to sensitize long fault
propagation path segments.

3.2 Detection of Bridging Faults

A bridging fault is a fault model that expresses a short be-
tween signal lines. Bridging faults are classified into AND
type and OR type based on failure behavior. It is necessary
to generate a test pattern that detects a stuck-at 0 (1) fault for
one signal line and sets 0 (1) to the other signal line in order
to detect an AND (OR) type bridging fault. In this paper,
U model [12] is used. Both an AND type and an OR type
must be detected for the detection of a U model of the bridg-
ing fault. A bridging fault may be detectable only when it
sensitizes a specific path. Therefore, if test patterns are gen-
erated so that many paths are sensitized as much as possible,
bridging fault coverage is increased. Since FSOD sensitizes
many fault propagation paths by increasing fault sensitiza-
tion coverage, it is considered that the generated test patterns
achieve high bridging fault coverage.

3.3 Detection of Transition Faults
A transition fault model assumes that a delay fault affects

only one signal line in the circuit. There are two transi-
tion faults associated with each signal line: a slow-to-rise
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fault and a slow-to-fall fault. It is assumed that in the fault-
free circuit each signal line has some nominal delay. Delay
faults result in an increase of this delay. Under the transi-
tion fault model, the extra delay caused by the delay fault
is assumed to be large enough to prevent the transition from
reaching any primary output at the time of observation. In
other words, the transition fault can be observed indepen-
dent of whether the transition propagates through a long or
short path to any primary output. To detect a transition fault,
it is necessary to apply a test pattern pair, V = (v1, v2). For
testing a slow-to-rise fault (a slow-to-fall fault), the first pat-
tern, v1, initializes the fault site to O (1), and the second pat-
tern, v2, is a test pattern for stuck-at-0 (1) fault at the fault
site. It is considered that FSOD can detect a small size of
delay fault because it sensitizes a long fault propagation path
to increase fault sensitization coverage. Because FSOD also
generates n-detection test patterns, transition probability of
fault sites between the first pattern and the second pattern
is high. Then, the probability of transition fault detection is
considered to increase.

4. Fault Dependent Test Generation Method for State-
Observable FSMs

This method generates a test sequence by generating an
FSM test generation graph from state-observable FSMs and
searching for a path. We propose weighted one-state transi-
tion coverage and weighted two-state transition coverage as
measures of test quality for logical fault testing and timing
fault testing, respectively, for the generated test sequence.

4.1 FSM Test Generation Graph

Definition 3 (FSM test generation graph):

Given an FSM M and a set T of test patterns generated by
FSOD, an FSM test generation graph is defined as a di-
rected graph G = (V, E, 5,d, t, wt,, wt,) that has the follow-
ing properties.

1. Each vertex v in V corresponds to a state transition
of M.

2. s: V — A defines a source state of each state transition
for M corresponding to a vertex v, where A denotes
a set of m-bit state assignment code words and m is the
number of state assignment variables or the size of the
state register;

3. d: V — A defines a destination state of each state tran-

sition for M corresponding to a vertex v;

4. t: V — B defines an input value of each state transition
for M corresponding to a vertex v, where B denotes
a set of n-bit primary input vectors and n is the number
of primary inputs;

. There is an edge (u,v) in E if d(u) = s(v);

6. wt,: V. — {0, 1} where wt,(v) = 1if (s(v), #(v)) is equiv-

alent to a test pattern generated by FSOD and wt,(v) =
0 otherwise;

7. wt,: E — Z where Z is the set of all inte-

gers, wt.((vl,v2)) is the Hamming distance between

W
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(s(v1),t(v1)) and (s(v2),t(v2)) if wt,(v2) is 1, and
wt.((v1,v2)) is 0 if wt,(v2) is 0.

The quality of logical fault testing is considered to
increase by executing test patterns generated by FSOD.
Therefore, the weight wt, is assigned to the vertex. The
transition between the first pattern and the second pattern
must occur at a fault site in order to increase the quality of
transition fault testing. It has been reported that when the
number of transitions at primary inputs is large, the num-
ber of transition at the internal signal lines is also large [13].
Thus, when the Hamming distance between the first pattern
and the second pattern is large, the probability that the tran-
sition will occur is high. Therefore, the probability for the
detection of transition faults becomes high.

Example 2: Figure 3 shows the state-observable FSM.
Figure 4 shows the FSM test generation graph of
Fig. 3. The two test patterns, (PPI;, PPI,, PI) = (1,0,0) and
(PPI;, PPL,,PI) = (1,0, 1), are generated for the combina-
tional circuit after logic synthesis using the FSOD. In Fig. 4,
a state assignment code of the source state (label s), a state
assignment code of the destination state (label d), and the
input value in each vertex corresponding to a state transition
are assigned. Moreover, the weight wt, is assigned to each
vertex and the weight wt, is assigned to each edge. In Fig. 4,
triangles indicate the values of wt, and the squares indicate
the values of wr,. Each vertex is expressed as (s,d, f). The
edge ((00,01,0), (01, 10, 1)) means that the state 00 trans-
fers to the state 01 with input O and the state 01 transfers to
the state 10 with input 1. Since the test pattern generated by
FSOD, (PPI,, PPI,, PI) = (1, 0, 0), corresponds to the vertex
(10, 10, 0), the wt, is 1. Similarly, since the test pattern gen-
erated by FSOD, (PPI,, PPI,, PI) = (1,0, 1), corresponds to
the vertex (10,00, 1), the wt, is 1. In other vertices, wt,s
are 0. The weight of the edge, wt.((01, 10, 1), (10, 10, 0))

RESET
Y

Fig.3  Example of an FSM. (Three States)

Fig.4 FSM test generation graph.

27

is assigned 3 which is the Hamming distance between
{s,t} = {10,0} of (10, 10,0) and {s, ¢t} = {01, 1} of (01, 10, 1).
The weight of the edge, wr.((00, 10, 1), (10, 10,0)) is as-
signed 2 which is the Hamming distance between {s,t} =
{10,0} of (10,10,0) and {s,#} = {00, 1} of (00, 10, 1). The
weight of the edge, wr,((10, 10, 0), (10, 10, 0)) is assigned 0
which is the Hamming distance between {s,¢} = {10,0}
of (10,10,0) and {s,t} = {10,0} of (10,10,0). Likewise,
The weight of the edge, wr.((00, 10, 1), (10,00, 1)) is as-
signed 1 which is the Hamming distance between {s,t} =
{10, 1} of (10,00, 1) and {s,z} = {00, 1} of (00, 10, 1). The
weight of the edge, wt.((01, 10, 1), (10, 00, 1)) is assigned 2
which is the Hamming distance between {s, ¢} = {10, 1} of
(10,00, 1) and {s,t} = {01, 1} of (01, 10, 1). The weight of
the edge, wt.((10, 10,0), (10,00, 1)) is assigned 1 which is
the Hamming distance between {s, t} = {10, 1} of (10,00, 1)
and {s,t} = {10,0} of (10, 10,0). In the other edges, wt.s
are 0.

4.2 Weighted State Transition Coverage

The two types of weighted state transition coverage are de-
fined as follows.

Definition 4 (Weighted one-state transition coverage):
The Weighted one-state transition coverage is expressed in
Eq. (3) and is used as the measure of the test quality for log-
ical fault testing.

Weighted one-state transition coverage
_ Sum of weights of vertices covered by test sequence

Sum of weights for all vertices
% 100(%) 3)

Definition 5 (Weighted two-state transition coverage):
The Weighted two-state transition coverage is expressed in
Eq. (4) and is used as the measure of the test quality for tim-
ing fault testing.

Weighted two-state transition coverage =

Z {The weight of input edges for each vertex v}
which covered by test sequence

Z max {The weights of input edges for each vertex v}

X 100(%) “)

Weighted one-state transition coverage is calculated us-
ing the weights assigned to vertices while weighted two-
state transition coverage is obtained using the weights as-
signed to edges in an FSM test generation graph. Since
an n-detection test generation method (FSOD) has been
reported to detect many bridging faults and transition
faults [9], it can be said that the two types of weighted state
transition coverage increase as the ratio of test patterns of
FSOD covered by the test sequence generated for FSMs
increases.

The following problem is formulated for the test gener-
ation for state-observable FSMs under test length constraint.
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Problem Formulation:
Input:

— a state-observable FSM.

— atest set that can detect all detectable stuck-at faults on
valid states.

— atest set generated by the FSOD.

Constraint: test length

Output: a test sequence for the state-observable FSM such
that all detectable stuck-at faults on valid states are detected.
Optimization:

(1) maximization of weighted one-state transition cover-
age

(2) maximization of weighted two-state transition cover-
age

The valid states are assigned to PPI values as con-
strains. FSOD is performed for the combinational circuit
part to generate the test patterns. Then, an FSM test gen-
eration graph is generated, and the given stuck-at fault test
pattern set are assigned to the corresponding vertices on the
FSM test generation graph. Next, the test patterns gener-
ated by the FSOD are assigned to the corresponding ver-
tices on the FSM test generation graph. Finally, paths are
searched from the FSM test generation graph such that all
of the edges on which stuck-at fault tests are assigned are
traversed at least once. The traversal passes along vertices
such that as many test patterns generated by the FSOD are
assigned as possible, so as to increase the weighted one-
state transition coverage. The traversal also passes along the
edges with the largest possible weight, in order to increase
the weighted two-state transition coverage. If all stuck-at
fault test patterns do not cover vertices under test constraint,
the problem is not given any solution since it is not the focus
of this work.

4.3 Strategy of Test Generation

The procedure of test generation is as follows. Reset states
are first set to current states.
STEP1
From the current state of an FSM test generation graph,
a k-state transition search is done and all of the paths are
extracted. k is a parameter with a positive integer value.
STEP2
One path is selected by using the heuristic algorithm applied
to all of the paths, and it is added to the test sequence.
STEP3
To reduce test length, a transition to selected path is limited
as it is not needed.
STEP4
If the test sequence does not abide with the given test length
constraint, start again from STEP1. The final state of the
selected path is set to its current state.

The heuristic algorithm is explained as follows. In the
early stage of test generation, the probability of having un-
covered vertices at which stuck-at test patterns are assigned
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is high in k state transition paths because the number of un-
covered vertices is large. In this case, the state transition
path is selected by the following priority of heuristics: 3,
4,5, 1, and 2. If multiple paths are selected by the high-
est priority heuristic, the next priority heuristic is applied to
these selected paths. The same process continues until only
one path is selected. If there are multiple paths that satisfy
the last order heuristic, a path is arbitrary selected from the
multiple paths. When the number of uncovered vertices, at
which stuck-at test patterns are assigned, is small, the prob-
ability that the patterns appear in the k state transition path is
low. If the number of uncovered vertices, at which stuck-at
test patterns are assigned, is O repeatedly m times, the state
transitions path is selected by the priority of heuristics: 1, 2,
3,4, and 5. The same process described above is done until
only one path is selected. Here, k and m are parameters with
positive integer values.

Heuristic 1

For complete stuck-at fault detection, the algorithm prefer-
entially selects a path that includes many uncovered vertices
where stuck-at fault test patterns are assigned.

Heuristic 2

To reduce test length, the algorithm preferentially selects
a path such that the distance from the current state to un-
covered vertices, where stuck-at test patterns are assigned,
is short. The algorithm can transfer at next k-state transition
search efficiently to uncovered vertices where stuck-at fault
test patterns are assigned.

Heuristic 3

To increase the quality of logical fault testing, the algorithm
preferentially selects a path such that the total sum of wt, is
large. As aresult, the weighted one-state transition coverage
becomes high.

Heuristic 4

To reduce test length, the algorithm preferentially selects
a path such that the distance from the current state to un-
covered vertices, where test patterns generated by FSOD are
assigned, is short. The algorithm can transfer at next k-state
transition search efficiently to uncovered vertices where test
patterns generated by FSOD are assigned.

Heuristic 5

In order to increase the quality of timing fault testing, the

Fig.5 Example of test sequence.
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algorithm preferentially selects a path such that the total sum
of wt, is large. As a result, the weighted two-state transition
coverage becomes high.

Example 3: Given the stuck-at test patterns, (PPI;, PPL,, PI)
= (0,0,1), and (PPI;,PPI,,PI) = (0,1,1), Fig.5 shows
the FSM test generation graph of Fig.3. FSOD gen-
erates the test patterns, (PPI;,PPL,,PI) = (1,0,0), and
(PPI;, PPL,,PI) = (1,0, 1). In Fig.5, the vertices indicated
by dashed lines are vertices where stuck-at test patterns are
assigned. When the test sequence (0, 1,0, 1) is generated
from the reset state, the weighted one-state transition cover-
age is 100% (2/2) whereas the weighted two-state transition
coverage is 80% ((3 + 1)/(3 + 2) = 4/5).

5. Experimental Results

The test generation method was implemented and applied
to MCNC’91 benchmark circuits [10]. The characteristics
of MCNC’91 benchmark circuits are shown in Table 1. In
this table, Circuit, #Node, #PI, #PO, #Reg, and #Edge de-
note the circuit name of the FSM, the number of states, the
number of primary inputs, the number of primary outputs,
the number of status registers and the number of state tran-
sitions, respectively. In these experiments, the FSMs were
made state observable through DFT, and three test genera-
tions were performed for state-observable FSMs.
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Table 2 shows the experimental results of fault-
independent one-pattern test generation method (1a) [7], [8]
and the fault-dependent one-pattern test generation method
(1b) [71, [8].

Table 3 presents the experimental results of the pro-
posed method when the value of m was set to three, and
the test length constraint was set to the same test length
as 1b. This algorithm detects stuck-at faults completely. The
value m is a parameter for switching timing in the algorithm
shown in the heuristic priority rules.

Table 4 shows the experimental results of the proposed
method when test length constraint was set to 300, 500, 800,
and 1300. The circuits indicated by the “*” symbol in the
table are the ones in which stuck-at fault could not be de-
tected completely by the test lengths of 300, 500, 800 and
1300. The value k was set to 3 in all experiments. Moreover,
the value n of n-detection for FSOD was set to 5. We also
changed the value of n to see the effect and the trend was the
same as the case of n = 5 in the experiments.

Table 5 shows the experimental results of the proposed
method when specified fault models are set to stuck-at fault
and transition fault, and test length constraint was set to
3000. The circuits indicated by the “*” symbol in the table
are ones for which stuck-at fault and transition fault could

Table 3  Experimental results. (With 1b test length constraint)
L Proposed methond (stuck-at—fault)
Table1 FSM benchmark characteristics. Circuit / - wisTeTwisTeTSoam [ cPotms
SFC() [ BFC@) | TFC@) [ TL W | o | )
Girouit | #Node | #P1 | #P0 | #Reg | #Edge ( w__| (ppm) { (sec
cse 10000 ) 99.87| 91.98 169 26.02 | 28.52 147 1.13
cse 16 7 7 4 2048 exl 100.00 | 9946 | 92.78 145 2542 | 2223 206 0.62
exl 20 o 19 5| 10240 keyb 100.00 | 9858 | 89.68 220 14.63| 26.96 189 26.24
keyb 9] 7 2 5 2432 kirkman | 100.00 | 99.47 | 93.84 159 | 3270 2859 101 | 3016.46
kirkman 6] 12 6 4] 65536 planet | 100.00 | 99.83 | 93.83 286 | 38.13| 36.05 294 0.14
[planet 48] 7] 19 6 6144 10000 | 9878 88.55 201 | 22,99 2221 302 0.10
pma 24 8] 8 5 6144 100.00 | 9955 [ 91.26 154 1298 14.34 272 0.34
|s1 20 8 6 5 5120 100.00 ) 99.73| 93.99 632 31.94| 3023 366 6.60
51488 48] 8] 19 6] 12288 100.00 | 99.80 | 93.20 577 30.59 | 27.34| 410 10.97
51494 48] 8] 19 6 1288 100.00 | 9972 04.82 117] 39.18 | 33.45 24 17.86
s208 18 8 2 5 4608! 100.00 | 99.80| 9447 1330 ) 38.64| 45.33 821 503.54
s298 218 3 6 8 1744 100.00| 99.74] 93.12 871 27.01 29.19 86 0.19
5386 i ] 4 1664 100.00 | 99.60| 95.79 120 | 40.00| 32.28 18 517
s420 18 8 2 5 4608 100.00 | 99.64] 89.60 468 22.08 | 20.51 297 14.18
s820 25| 18 19 5| 6553600 100.00 | 99.65] 89.36 4441 2297 21.75 331 28.90
5832 25] 18] 19 5| 6553600 100.00 | 99.52 [ 90.58 221 17.57] 16.79 376 10.16
sand 32| 11 9 5 65536 100.00 | 99.63] 90.02 210| 2245( 21.11 356 1.88
styr 30 o 10 5] 15360| 100.00 | 99.32] 87.78 141] 2832 27.39 211 0.03
tma 20 7 6 5 2560| 100.00 ) 99.54| 91.93 315.61 27.42 | 26.90 | 267.15 202.47
Table 2 Experimental results for logical fault testing.
1a 1b
Circuit - -
skce) | BEce) | TFo®@) T WI1STC W2§TC SDQM | CPUtime sk | BEG() | TFoE) T W1§TC W2§TC SDQM | CPUtime
() (%) (ppm) | (sec) (%) (%) (ppm) | (sec)
cse 100.00 | 100.00 | 93.95 7705 | 100.00 | 75.13 141 9.60 ) 100.00| 99.76 | 89.63 169 | 26.77 18.63 194 0.17
exl 100.00 | 100.00 | 97.22 30096 | 100.00 | 72.82 107| 3062 100.00 [ 99.36 | 89.57 145 271 2.24 270 0.11
keyb 100.00 | 100.00 [ 97.59 9131 100.00 [ 7352 73| 129.70] 100.00 | 98.43 ] 81.10 220 | 2439 1528 343 2.22
kirkman |[ND ND ND ND ND ND ND ND 100.00 | 98.91 86.56 159 2.66 2.69 223 45.01
planet | 100.00 [ 100.00 [ 97.58 16315 | 100.00 [ 73.31 146 1.94 | 100.00 [ 99.71| 87.66 286 | 528] 379 577 0.03
pma 100.00 | 100.00 | 88.47 13338 | 100.00 [ 91.76 339 1.82 | 100.00 [ 99.26 | 89.24 201 877] 712 274 0.03
sl 100.00 | 100.00 | 90.81 9012 | 100.00 | 73.94 297 3.17) 10000 | 9942 | 75.46 154 4.42 3.72 730 0.08
I_s1488 100.00 | 100.00 | 96.04 89797 | 100.00| 66.79 270 | 16246 10000 | 99.74 | 81.34 632 036] 419] 1055 1.10
[s1494 | 100.00 [ 100.00 | 97.54 91753 | 100.00 | 63.99 179 | 28451 10000 99.77| 8353 577 7.06] 394 901 1.54
5208 100.00 | 100.00 | 100.00 32414 ] 100.00 | 74.51 2 64.64 ] 10000 ) 99.34| 87.56 117 9.28 5.07 69 0.24
5298 100.00 | 100.00 [ 85.81 11143 ] 100.00 [ 3743 [ 1861 66.24 | 10000 | 9978 [ 8583 | 1330 5180 27.04| 1914 6.81
|s386 100.00 | 100.00 | 92.73 6066 | 100.00 | 80.06 114 4.11] 10000 [ 99.64| 83.75 87 15.52 11.68 197 0.04
5420 100.00 | 100.00 | 97.89 32351 ] 100.00| 31.70 13 43.37] 100.00 [ 99.20 | 86.84 120 3.16 292 61 0.19
s820 ND ND ND ND ND ND ND ND 100.00 | 99.68 | 76.88 468 0.19 0.18 642 297
|s832 ND ND ND ND ND ND ND ND 100.00 | 9947 7757 444 0.00 0.00 691 3.97
[sand 100.00 | 100.00 | 97.91 89955 | 100.00 | 79.65 146 | 384.44] 100.00 | 9942 86.40 221 105] 0094 518 1.28
styr 100.00 | 100.00 | 92.94 46890 | 100.00| 7151 328 80.13 ] 100.00 [ 99.58 | 58.12 210 6.58 435 1457 0.26
tma 100.00 | 100.00 | 91.94 4242 | 100.00 | 84.53 153 0.28 | 100.00 [ 99.10 | 62.29 141 14.16 12.56 625 0.01
average | 100.00 | 100.00 | 94.56 | 32680.53 | 100.00 | 70.04 | 277.75 84.47] 100.00 [ 9942 | 81.63 | 315.61 10.73 7.02 | 596.72 3.67
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Table4  Experimental results. (Test length constraint)
Proposed methond (stuck—at—fault, TL=300) Proposed methond (stuck—at—fault, TL=500)
Circuit - n
. WISTC [ W2STC] SDQL | CPUtime WISTC|W2STC] SDQL | CPUtime
o () ) %
SFC(%) | BFC%) | TFC(%) TL ® @ | om) | (eoa) SFC%) | BFC®) | TFCe | TL ® @ | oom) | (ceon
cse 100.00 99.96 95.43 300 57.25 47.54 86 1.40 ] 100.00 | 99.98 96.30 500 85.87 67.97 75 247
ex1 100.00 99.79 96.43 300 67.12 55.48 92 1.03 ] 100.00 | 99.90| 97.91 500 91.19 73.97 55 1.94
keyb | 100.00 | 99.01| 92.09 300| 3577] 4066] 154 28.04] 100.00] 99.61| 9450 500 | 67.07] 6044] 109 36.00
kirkman | 100.00 99.63 96.23 300 66.92 56.46 62 3228.22 | 100.00 | 99.75 97.11 500 84.79 72.77 471 3787.88
Iplanet 100.00 99.84 94.50 300 40.29 38.11 267 0.13 ] 100.00 | 99.89 97.28 500 67.87 63.14 149 0.17
lbma 10000 | 99.31] 91.65 300| 41.00] 3860 219 01210000 99.83| 93.08 500 | 7488 | 6641] 154 o018
s1 100.00 | 99.81] 9521 300 4558 4386] 160 048 | 10000 09.84] 96.12 500 | 7099| 6573| 134 070
[s1488 [ 10000 | 99741 9439 633 | 31.04] 3023 357 6.55 | 100.00 | 99.74| 9439 633 | 31.94] 3023] 357 655
[¥s1494 | 10000 99.80 | 93.04 566 | 2008 2632 432 1001 ] 100.00| 99.80| 93.04 566 | 2008| 2632] 432 1091
5208 00.00 99.81 95.85 300 67.01 59.28 19 34.69 00.00 | 99.91 97.41 500 86.60 78.43 11 70.91
#5298 | 10000 | 99.79 | 9461 T217] 515] 4355] 780 49119 10000 ©99.79| 9461| 1217| 3515| 4355] 780| 491.19
5386 0000 9992 97.13 300| 89.08] 79.00 37 054 100.00 | 99.97 | 97.90 500 | 100.00| 91.05 29 129
s420 00.00 99.70 97.89 300 69.47 58.36 16 9.95 00.00 | 99.80| 98.95 500 87.37 77.43 11 20.86
*s820 00.00 | 99.64| 89.38 439 16.88 15.45 306 13.95 0000 | 99.65| 89.88 500 25.60 23.90 294 14.23
#5832 | 10000 | 99.62 | 89.00 415| 17.62] 1660 342| 2864 10000 99.71| 89.79 500 | 20.31] 2782 316] 3127
sand 100.00 99.63 92.33 300 30.05 27.84 327 16.04 | 100.00 | 99.79 94.83 500 59.23 52.83 225 24.42
styr 100.00 99.74 91.26 300 38.32 31.98 308 2.24) 100.00 | 99.79 93.56 500 63.04 52.15 234 3.10
tma 100.00 99.69 91.81 300 69.03 60.30 141 0.05] 100.00 | 99.89 95.19 500 94.69 81.77 88 0.09
[average | 10000 99.68 | 0445| 300.00] 55.15| 49.04| 14523 | 25561] 10000] 09.82| 9538 | 50000| 7257| 63.72] 128.84] 26637
Proposed methond (stuck—-at—fault, TL=800) Proposed methond (stuck—at—fault, TL=1300)
Circuit - -
sFcw) | BFo) [ TFo@ | TL [ WISTC|W2STC| SDAL | CPUtime | qr o) | groa) [ TRo@ | 11 [WISTC|W2STC| SDAL JGPUtime
&%) (%) (ppm) (sec) &%) () (ppm) | (sec)
cse 70000 | 9998 | 96.79 800 | 100.00 | 80.01 58 6.97] 100.00| 99.09| 97.16] 1300 | 100.00| 8245 52 7.97
ex1 100.00 99.94 98.43 800 | 100.00 83.27 43 4.96 | 10000 99.94| 98.78 1300 | 100.00 85.99 34 5.90
keyb 100.00 99.82 94.77 800 87.80 77.36 107 81.30] 100.00 | 99.87| 95.04 1300 | 100.00 92.76 105 168.26
kirkman | 100.00 99.89 98.24 800 99.24 84.89 28 6360.48 | 100.00 | 99.89 98.49 1300 | 100.00 88.36 23 | 6939.13
[planet | 10000 99.91 | 9856 800 8321] 7698 87 032 100,00 ©09.95] 98.07] 1300 9952 91.83 66| 067
lpma 00.00 99.87 96.73 800 92.65 81.21 92 0.31] 10000 | 99.93| 98.45 300 | 100.00 91.98 39 0.58
s1 00.00] 99.90| 97.87 800 9724 87.18 73 14810000 99.00] 0833 300 [ 10000 | 9342 54] 213
51488 00.00 99.77 94.87 800 4482 39.81 333 6.99 ] 100.00| 99.83] 9547 300 56.69 50.36 301 10.17
|§1494 0000 99.84] 0444 800| 4588 | 4007] 343 12.84] 100.00] 99.89| 9407 300 57.65] 51.01] 02| 2013
5208 00.00 ] 100.00 | 9637 800 | 100.00 | 9181 11| 11664 100.00 [ 100.00| 97.41 300 [ 10000 | 9181 ] 12722
[xs298 00.00 | 99.79| 9461 1217 35.15 43.55 780 491.19 ] 100.00 | 99.80| 9447 300 37.92 44.90 813 506.98
Fsse 10000 | 99.97| 90.29 800 | 100.00 | 940 22 159 | 10000 99.97] 98.28 300 | 100.00 | 04.77 2] 201
s420 100.00 | 100.00 98.28 800 | 100.00 91.1 11 33.96 00.00 | 100.00 | 98.95 300 | 100.00 91.11 11 37.10
|s820 100.00 99.82 98.95 800 48.79 45.3 216 18.17 0000 | 99.90| 95.95 300 73.65 67.85 131 30.16
5832 | 10000 99.85| 9270 800| 5050| 4673 279 4074] 10000 ©99.92| 9482| 1300] 7525| 6853| 175] 7013
sand | 10000 9991 9802 800| 8752] 7687 104] 3787]100.00] ©99.92] 98.66] 1300] 100.00| 89.34 70 6111
styr 100.00 99.89 94.73 800 90.93 73.52 191 529 100.00 | 99.90| 95.97 1300 | 100.00 85.15 149 13.12
tma 100.00 99.93 96.88 800 | 100.00 90.49 54 0.15] 100.00 | 99.93| 97.01 1300 | 100.00 93.20 50 0.21
average | 10000| 99.90]| 9620 800.00] 8403| 74.15] 12078 | 39589 | 10000| 99.92| 0707 1300.00| 88.93| 8082 | 13388 | 44461
Table 5  Experimental results. (Two specified fault model .
P ( P ) gets only faults that can be detected on valid states [7]. Each
Proposed methond (transition fault & stuck-at-fault, TL=3000) timing fault testing targets only faults that can be detected on
Circuit - I .
srce | Breen | Trom | TL W1(;)TC WZ(Z)TC ?p[;% CZ‘iﬂTe the transition between valid states [7], [8]. We assumed that
cse 100.00 | 100.00 | 100.00 3000 | 10000 | 8445 — 7 17.70 mn non-feedback bl'ldgll’lg faults between two 31gnal hnes mn
[ext 100.00| 99.98 | 100.00 3000 10000 8785 o] 1405 N ; o :
o000 es0e Tioso0 3000 T io000T oaes e 01r?u1t, U model [.12]. is used as the coqdmon for detection.
kirkman | 10000 9991 | 100.00 3000 | 100.00 | 90.11 0] 30030.55 Using this, the bridging fault is recognized only when both
planct | 100.00| 99.96 | 100.00 3000 | 10000 | 9308 2 1.05 o .
pma 00.00] 99.96 | 100.00 3000 10000 | 9364 0 1.49 the AND-type bridging fault and the OR-type bridging fault
00.00] 9998 100.00 3000 10000 | 9520 6 485 : :
0000 000510000 3600 4565] 5011 201 512 between two signal lines are detected.
0000] 9997 ] 100.00 3403| 4370 4749 5] 90.18 First, the experimental results of the proposed method
00.00 10000 | 100.00 3000 | 10000 | 9181 2| 21867 . .
0002 99.96 [ 10000 9775 61.15| 7157 60 | 3656.98 are considered when the test length constraint was set to
00.00] 99.97 [ 100.00 3000 | 10000 | 9530 4 4.47
0000700001 70000 3000 70000 T o746 o 6256 same test length as 1b. Stuck-at faults can be completely
00001 9992110000} 30001 7254{ 7040, 19 110.38 tested. The weighted one-state transition coverage increased
10000 99,99 | 10000 3000 7624 7353 14| 33044 ;
10000 0997 | 100.00] 3000 10000 | 9205 0] 39486 by an average of 16.69%, and the weighted two-state tran-
100.00 | 99.97 | 100.00 3000 | 10000 | 86.36 2] 4271 iy . db f 19.89% with
10000 99.97 | 100.00 3000 10000 T 9621 0 0.49 sition coverage increased by an average o .89% wit
10000] 999710000 | 300000] 10000] 9209] 3.77] 2830.07 the same test length compared to the fault-dependent one-

not be detected completely by the test lengths of 3000.

In Tables 2, 3, 4, and 5, Circuit, TL, and CPU time
denote the circuit name of the FSM, the test length, and
the time for the test generation, respectively. SFC, BFC,
TFC, W1STC, W2STC, and SDQL denote the stuck-at fault
coverage, the bridging fault coverage, the transition fault
coverage, the weighted one-state transition coverage, the
weighted two-state transition coverage, and the statistical
delay quality level [14] that evaluated with statistical delay
quality model, respectively. Each logical fault testing tar-

pattern test generation method for the stuck-at fault model.
Bridging fault coverage increased by an average of 0.12%,
transition fault coverage increased by an average of 10.30%,
and SDQL decreased by an average of 329 ppm. In partic-
ular, for kirkman, the weighted one-state transition cover-
age increased by 30.04%, bridging fault coverage increased
by 0.56%. For styr, the weighted two-state transition cov-
erage increased by 16.76%, transition fault coverage in-
creased by 31.90%, SDQL decreased by 1100 ppm, and
the quality of the timing fault testing was improved. As
observed, the proposed test generation method resulted to
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an increase in the weighted state transition coverage and
fault coverage for each fault models as compared with the
fault-dependent one-pattern test generation method, using
the same test length. The proposed method is also effective
in detecting delay faults of small size because the values of
SDQL are smaller compared to those of the fault-dependent
one-pattern test generation method. Therefore, we conclude
that the proposed method is better than the fault-dependent
one-pattern test generation method.

Next, the experimental results are considered for the
proposed test generation with test length constraints. Stuck-
at fault can be completely tested and the test length is greatly
reduced compared with the fault-independent one-pattern
test generation method. Moreover, high fault coverage for
bridging fault and transition fault can be obtained. In par-
ticular, for s386, when test length constraint was set to
500, the weighted two-state transition coverage increased by
10.99%, the transition coverage increased by 5.17%, SDQL
decreased by 85 ppm, and the quality of the timing fault
testing was improved. With these, we can see the compar-
ison between the proposed test generation method and the
fault-independent one-pattern test generation. The proposed
method drastically reduced the test length and it is effective
in detecting delay faults of small sizes because the values of
SDQL are smaller than those of the fault-independent one-
pattern test generation method. As for a transition fault, the
proposed method increased fault coverage using a realistic
test length.

Next, the experimental results are considered for the
proposed method when specified fault models are set to
stuck-at-fault and transition fault. Stuck-at fault and tran-
sition fault can be completely tested and the test length
was greatly reduced as compared with the fault-independent
one-pattern test generation method. Moreover, high fault
coverage for a bridging fault can be obtained. In particular,
for pma, when test length constraint was set to 3000, the
weighted two-state transition coverage increased by 1.88%,
the transition coverage increased by 11.53%, SDQL de-
creased by 339 ppm, and the quality of the timing fault test-
ing improved.

6. Conclusion

This paper proposed a test generation method to detect spec-
ified fault models completely and to increase defect cov-
erage as much as possible under the test length constraint.
Weighted state transition coverage as a measure of test qual-
ity is also presented. The proposed test generation method
was evaluated for MCNC *91 benchmark circuit and the fol-
lowing conclusions were obtained.

(1) The proposed test generation method increased the test
quality of logical fault testing and the timing fault test-
ing compared with the fault-dependent one-pattern test
generation method.

(2) The proposed test generation method greatly reduced
the test length compared with the fault-independent
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one-pattern test generation method and the quality of
both the logical fault testing and the timing fault test-
ing were comparatively high.
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